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PART -1

Overview of the Project Work




Development of Prosodically Guided Phonetic Engine for Searching Speech
Databases in Indian Languages

General

1 Name of the Project : Development of Prosodically Guided Phonetic
Engine for Searching Speech Databases in Indian Languages

2 Sanction Letter Reference No. : 11(6)/2011-HCC(TDIL), dated 23-12-2011

3 Executing Agency : IIIT Hyderabad (Overall Coordination)
: IIT Kanpur
Thapar University Patiala
II'T Guwahati
Tezpur University
North Eastern Hill University (NEHU) Shillong
Rajiv Gandhi Institute of Technology (RIT) Kottayam
Dhirubhai Ambani Institute of Information and Communication
Technology (DA-IICT) Gandhinagar
IIT Hyderabad
II'T Kharagpur

4 Consortium Leader :  III'T Hyderabad
Consortium Head :  Prof. B. Yegnanarayana (PI)
Dr. Suryakanth V. Gangashetty (CO-PI)

5 (i)  Prinicipal Investigators : Dr. Rajesh Hegde, IIT Kanpur
Prof. R. K. Sharma, Thapar University Patiala
Prof. S. R. Mahadeva Prasanna, IIT Guwahati
Dr. Utpal Sharma, Tezpur University
Dr. L. Joyprakash Singh, NEHU Shillong
Dr. Leena Mary, RIT Kottayam
Dr. Hemant Patil, DA-IICT Gandhinagar
Dr. K. Sri Rama Murty, II'T Hyderabad
Dr. K. Srinivasa Rao, IIT Kharagpur

5 (ii) Co-Investigators Prof. Harish Karnick, IIT Kanpur
Mr. Karun Verma, Thapar University Patiala
Prof. S. Dandapat, IIT Guwahati
Dr. Smriti Kumar Sinha, Tezpur University
Mr. Sushanta Kabir Dutta, NEHU Shillong
Mr. Riyas K. S.& Mr. Anish Babu K. K, RIT Kottayam
Prof. M. V. Joshi, DA-IICT Gandhinagar
Dr. C. Krishna Mohan, IIT Hyderabad
Dr. Pabitra Mitra, II'T Kharagpur
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Number of Project Staff : About 30
Total Cost of the Project as approved by DIT

i) Original : Rs. 492.54 Lakhs
ii) Revised, if any :

Project Sanction Date ;o 23-12-2011

Date of Completion : Not Applicable
i) Original :
ii) Revised, if any

Date on which last progress : 28-02-2014
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Technical Report

Objective: To develop a prosodically-guided phonetic engine to represent the spoken content and
to search speech databases in Indian languages.

Tasks:
* Data collection and manual labeling of speech into phonetic symbols in 12 Indian
languages.
* Identifying and marking important prosody events (syllable marking, pitch marking and
prosodic breaks marking).
*  Development of phonetic engine using prosodic and phonetic information.
* Developing speech-based search engine.

Deliverables:

*  Overall System:
* Demonstration of a speech-based search to find data from large speech databases
for 12 Indian languages

*  Phonetic Engine Features:

* Search 3 hours of speech database in a language using voice input in that
language. This will be demonstrated for 12 Indian languages (Hindi, Punjabi,
Assamese, Manipuri, Malayalam, Kannada, Gujarati, Marathi, Telugu, Urdu,
Bengali, and Odia).

*  Speaker-independent search capabilities.

* The query consists of 10-30 keywords selected from among the vocabulary of
200-500 words, which are derived from the given databases for that language.

* Quantitative details of speech databases: 20 hours of speech data in different
contexts from at least 20 speakers will be collected for each of the 12 languages.

* Performance:

*  From a vocabulary of 200-500, a topic described by about 10-30 words will be
used to provide 70-90% relevant result(s) in the top 10 choices. This performance
would be measured on 2-3 hours of test data, in each language.

*  Evaluation method indicates precision and recall.

*  Prosody Model:
Develop methodology for acquiring prosody knowledge for several (at least 12)
Indian languages in 3 different contexts (read speech, lecturing, and
conversational speech).

* Speech Database:
Details on Speech data collection and transcription is explained in Chapter 2.




Progress Report : 23-12-2011 to 31-03-2015

Meetings and Workshops:

December 17, 2010: First preliminary meet

December 18, 2011: Second preliminary meet

January 24, 2012: 1st Teleconference

February 18-20, 2012: Tutorial on phonetic transcription by Prof. Peri Bhaskararao at
IIIT Hyderabad (1* Workshop).

May 11-13, 2012: Intensive Workshop on phonetic transcriptions by Prof. Peri
Bhaskararao at IIIT Hyderabad (2™ Workshop).

October 25-28, 2012: Workshop on prosodically-guided phonetic engine at IIIT
Hyderabad (3" Workshop).

December 18, 2012: Workshop on phonetic engine and speech-based search engine at IIT
Hyderabad (4™ Workshop).

February 1, 2013: 2nd Teleconference

February 5, 2013: First Project Review of Steering Group meeting at Dept of Electronics
& Information Technology, Govt of India New Delhi.

March 9-10, 2013: Workshop/Meeting at Thapar University Patiala (5™ Workshop)
October 12-13, 2013: Workshop/Meeting at DA-IICT Gandhinagar (6™ Workshop)
March 7-9, 2014: Workshop/Meeting at IIT Kharagpur (7" Workshop)

September 6-7, 2014: Workshop/Meeting at IIT Guwahati (8™ Workshop)

December 12, 2014: Workshop/Meeting at IIIT Hyderabad (9" Workshop)

April 30, 2015: Second Project Review of Steering Group meeting at Dept of Electronics
& Information Technology, Govt of India New Delhi.
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Appendix—A: Summary of the Workshops/Meetings

I. Summary of the 1% workshop conducted by ITIT Hyderabad
during February 21-24, 2012
Introduction to workshop by Prof. B. Yegnanarayana (IIIT Hyderabad)
International Phonetic Alphabet chart by Prof. Peri Bhaskararao (IIIT Hyderabad)

List of participants ( 1* workshop)

Prof. B. Yegnanarayana, IIIT Hyderabad

Prof. Peri Bhaskararao, IIIT Hyderabad

Dr. Kishore S Prahallad, IIIT Hyderabad

Dr. S. Rajendran, IIIT Hyderabad

Shri. Vinay Kumar Mittal, IIIT Hyderabad

Dr. Suryakanth V. Gangashetty, IIIT Hyderabad

Prof. Rajendra Kumar Sharma, Thapar University Patiala
Dr. K. Sri Rama Murty, IIT Hyderabad

Dr. S. R. Mahadeva Prasanna, IIT Guwahati

. Dr Utpal Sharma, Tezpur University

. Mr. Sushanta Kabir Dutta, NEHU Shillong
. Dr. L. Joyprakash Singh, NEHU Shillong

. Dr. Hemant A. Patil, DA-IICT Gandhinagar
. Dr. K. Sreenivasa Rao, IIT Kharagpur

. Dr. Debadatta Pati, IIT Kharagpur

. Dr. R Kumaraswamy, SIT Tumkur

. Dr. Leena Mary, RIT Kottayam

. Rupinderdeep Kaur, Thapar University Patiala
. Ashwini, SIT Tumkur

. Harish Padaki, IIT Kanpur

. Deepak, IIT Guwahati

. Nandakishore, NEHU Shillong

. Aju Joseph, RIT Kottayam

. Anish Agustine, RIT Kottayam

. Maulik C. Madhavi, DA-IICT Gandhinagar
. Kewal D. Malde, DA-IICT Gandhinagar

. Sudhamay Maity, IIT Kharagpur

. Manjunath K.E, IIT Kharagpur

. Sunil Kumar S. B., IIT Kharagpur

. Narendra, SIT Tumkur

. B. Rambabu, IIIT Hyderabad

. Sudarsana Reddy Kadiri, IIIT Hyderabad

. Aneeja G., IIIT Hyderabad

. Karthik Venkat, IIIT Hyderabad

. P. Gangamohan, IIIT Hyderabad

. Nivedita Chennupati, IIIT Hyderabad

. Vishala Pannala, IIIT Hyderabad




38.
39.
40.
41.
42.
43.
44.

Naresh Kumar Elluru, IIIT Hyderabad
Ravi Shankar Prasad, IIIT Hyderabad
Anandaswarup Vadapalli, IIIT Hyderabad
Sivanand A, IIIT Hyderabad

Bhargav Pulugundla, IIIT Hyderabad
Santhosh, IIIT Hyderabad

Sathya Adithya Thati, IIIT Hyderabad
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II. Summary of the 2" workshop conducted by IIIT Hyderabad
during May 11 - 13, 2012

Introduction to workshop by Prof. B. Yegnanarayana (IIIT Hyderabad)
International Phonetic Alphabet chart (IPA) by Prof. Peri Bhaskararao (IIIT Hyderabad)
Prof. Peri Bhaskararao has shown sample phonetic transcriptions for the audio files
provided by various consortium members.
Practice sessions on phonetic transcription was held.
Data from various consortium members (in different languages) was collected in two
modes, recorded in a close room environment with additional EGG setup..

* Read speech

* Conversational speech

List of participants ( 2" workshop)

Prof. B. Yegnanarayana, IIIT Hyderabad

Prof. Peri Bhaskararao, IIIT Hyderabad

Dr. Kishore S Prahallad, IIIT Hyderabad

Dr. S. Rajendran, IIIT Hyderabad

Shri. Vinay Kumar Mittal, IIIT Hyderabad

Dr. Suryakanth V. Gangashetty, IIIT Hyderabad
Dr. Anil Kumar Vuppula, IIIT Hyderabad

Dr. N Dhananjaya, IIIT Hyderabad

Dr. S. R. Mahadeva Prasanna, IIT Guwahati

. Mr. Sushanta Kabir Dutta, Co-PI, NEHU Shillong
. Riyas K.S, (Co-Investigator), RIT Kottayam

. Dr. Hemant A. Patil, DA-IICT Gandhinagar

. Dr. K. Sri Rama Murty, IIT Hyderabad

. Gaurav K Singh, IIT Kanpur

. Rameshwar Pathak, IIT Kanpur

. Deepak, IIT Guwahati

. Biswajit, IIT Guwahati

Navanath Saharia, Tezpur University
Bhaskar Jyoti Das, Tezpur University

. Salam Nandakishor, NEHU Shillong

. Laishram Rahul, NEHU Shillong

. Aju Joseph, RIT Kottayam

. Anish Agustine, RIT Kottayam

. Vachhani Bhavikkumar, DA-IICT Gandhinagar
. Maulik C. Madhavi, DA-IICT Gandhinagar

. Kewal D. Malde, DA-IICT Gandhinagar

. Dipanjan Nandi, IIT Kharagpur

. Manjunath. K.E, IIT Kharagpur

. Narendra, SIT Tumkur

. Rupinderdeep Kaur, Thapar University Patiala
. Harsimaran Kaur, Thapar University Patiala

. Mohammad Rafi, IIT Hyderabad
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33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
5sS.
56.
57.
58.
59.
60.
61.

Naresh Reddy, IIT Hyderabad

Chandan Behra, IIT Hyderabad

Anjum Parveen, IIIT Hyderabad
Sameena Yasmeen, IIIT Hyderabad
Mohammed Younus, IIIT Hyderabad
Mohammed Dawood Khan, IIIT Hyderabad
Anand Joseph Xavier M., IIIT Hyderabad
Gautam Varma Mantena, IIIT Hyderabad
B. Rambabu, IIIT Hyderabad

Sudarsana Reddy Kadiri, IIIT Hyderabad
Aneeja G., lIIT Hyderabad

Karthik Venkat, IIIT Hyderabad

P. Gangamohan, IIIT Hyderabad
Nivedita Chennupati, [IIT Hyderabad
Vishala Pannala, IIIT Hyderabad

Naresh Kumar Elluru, IIIT Hyderabad
Ravi Shankar Prasad, IIIT Hyderabad
Anandaswarup Vadapalli, IIIT Hyderabad
Sivanand A, IIIT Hyderabad

Bhargav Pulugundla, IIIT Hyderabad
Santhosh, IIIT Hyderabad

Sathya Adithya Thati, IIIT Hyderabad
Bajibabu Bollepalli, IIIT Hyderabad
Abhijeet Saxena, IIIT Hyderabad

Apoorv Reddy, IIIT Hyderabad

Basil George, IIIT Hyderabad

Sama Vasantha Sai, [IIT Hyderabad
Harika Vuppala, IIIT Hyderabad

Patha Sreedhar, IIIT Hyderabad
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III. Summary of the 3" workshop conducted by IIIT Hyderabad
during 25" - 28" October, 2012

Review of data collected (Appendix-B)
Introduction to workshop by Prof. B. Yegnanarayana (IIIT Hyderabad)
* Syllable marking of spoken data
*  Pitch marking
*  Prosodic break marking
Data collection
*  Total number of hours of data to be collected: 20 hours
* 10 hours of read speech, 5 hours of extempore speech and 5
hours of conversational speech have to be collected.
Data transcription
* Phonetic transcription of speech data has to be ready before the first
PRSG meeting
* 5 hours of read speech, 2.5 hours of extempore speech and 2.5
hours of conversational speech has to be transcribed.
Verification
* Randomly 2 to 3 sentences of transcribed data from all the participating
institutions has to be sent to IIIT-H which will be verified by Prof. Peri
Bhaskararao (IIIT Hyderabad) .
Suggestions on evaluation techniques were invited.
Report on delivery of the data
* A format has been suggested by Prof. S.R.Mahadeva Prasanna (IIT-G)
and will be passed to all consortium members.
Ideas on prosodically-guided phonetic engine were suggested
* Phonetic engine based on Place of Articulation (POA) and Manner of
Articulation (MOA) was suggested.
e Tree-based structure implementation was suggested.
Sample demos were given by IIT-K and IIT-G.
A basic model of phonetic engine to be made available at the forth coming
workshop.
Discussion on syllable marking of spoken form by Prof. Peri Bhaskararao (IIIT
Hyderabad)
*  Definitions of morpheme, word (lexicon), syllable (onset, complex onset,
nucleus, coda and complex coda) were explained.
* The difficulty of identifying syllable boundaries in ‘“natural”
conversational speech due to morphophonemic changes was discussed.
* Discussion on syllable marking of different languages like Telugu and
Punjabi language were done.
* Separate pane for syllabification is suggested in wavesurfer utility.
Discussion on pitch marking by Prof. Peri Bhaskararao (IIIT Hyderabad)
* The changes in intonation (pitch patterns) which leads to syntactic
changes were discussed.

13



Discussion on capturing pitch patterns in spoken form.
Pitch marking in symbolic form.
Relative levels of pitch marking were identified, which has to be marked
* VL -Very Low
* L-Low
* H-High
* VH - Very High
Issues in marking flatness was discussed and notation f100 to denote the
flat pitch 100Hz of the segment (under consideration) was proposed.
Separate pane for pitch marking is suggested in wavesurfer utility.

* Discussion on prosodic break marking by Prof. Peri Bhaskararao (IIIT
Hyderabad)

A brief discussion on other types of prosodic labeling methods like ToBI
(Tones and Break Indices) was discussed.
Prosodic break is obtained due to shift in prosody, but change in pitch
patterns is not the only feature responsible for obtaining prosodic
breaks.
Two types of break indices were discussed

* Physiological breaks (pauses in spoken form)

*  Prosodical breaks
Speech files from various languages were analyzed to show the breaks
(b0, bl, b2)

* b0 — Prosodic break

* bl b2- Physiological break
In some cases, prosody breaks are identified relatively easily when
compared to phonetic information as discussed with Telugu language
example.
(10 such examples from each language need to be identified)
Separate pane for break marking is suggested in wavesurfer utility.
Transcription to be done in the following format by using wavesurfer
utility.

SL.No. File Extension Pane
1 .ph Phonetic Transcription
2 .Sy Syllable Marking
3 .pt Pitch Marking
4 .bm Prosodic Break Marking

* A meta data format has been suggested by Dr. K.Sri Rama Murty (IIT-H) to be
followed by all consortium members (Appendix-C)

*  Summarization of workshop by Prof. B. Yegnanarayana (IIIT Hyderabad).

* Suggestions and feedback from the participants were collected.

14
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List of participants ( 3" workshop)

Prof. B. Yegnanarayana, IIIT Hyderabad

Prof. Peri Bhaskararao, IIIT Hyderabad

Dr. Kishore S Prahallad, IIIT Hyderabad

Dr. S. Rajendran, IIIT Hyderabad

Shri. Vinay Kumar Mittal, IIIT Hyderabad

Dr. Suryakanth V. Gangashetty, IIIT Hyderabad
Prof. Rajesh M. Hegde, IIT Kanpur

Rameshwar Pathak, [IT Kanpur

D. Srinivasulu, IIT Kanpur

. Dinesh Agnihotri, IIT Kanpur

. Ms. Rupinderdeep Kaur, Thapar University Patiala
. Ms. Harsimaran Kaur, Thapar University Patiala
. Baljinder Baddhan, Thapar University Patiala
. Prof. S. R. Mahadeva Prasanna, IIT Guwahati
. Biswajit, I[IT Guwahati

. Prof. Utpal Sharma, Tezpur University

. Navanath Saharia, Tezpur University

. Prof. L. Joyprakash Singh, NEHU Shillong

. Salam Nandakishor, NEHU Shillong

. Laishram Rahul, NEHU Shillong

. Prof. Leena Mary, RIT Kottayam

. Shri Anishbabu K. K. RIT Kottayam

. Anish Augustine, RIT Kottayam

. Aju Joseph, RIT Kottayam

. Prof. Hemant Patil, DA-IICT Gandhinagar

. Maulik C. Madhavi, DA-IICT Gandhinagar

. Kewal Dhiraj, DA-IICT Gandhinagar

. Dr. K. Sri Rama Murty, IIT Hyderabad

. N. Phanisankar, I[IT Hyderabad

. Mohammand Rafi, IIT Hyderabad

. Naresh, IIT Hyderabad

. Chandan Behera, IIT Hyderabad

. Essa ali khan, IIT Hyderabad

. Kallol Rout, IIT Hyderabad

. Sunil Kumar. S. B, IIT Kharagpur

. Dipanjan Nandi, IIT Kharagpur

. Manjunath. K. E., IIT Kharagpur

. Apoorv Chaturvedi, IIT Kharagpur

. Ravi Kiran, IIT Kharagpur

. Dr. Debadatta Pati, BCET Balasore

. Biswajit Sathapathy, BCET Balasore

. Dr. R Kumaraswamy, SIT Tumkur

. Narendra K C, SIT Tumkur

. Shridhar M V, SIT Tumkur
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45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
5s.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.

Bapu K Banahatti, SIT Tumkur

Dr. P. K. Sahu, IIT Bhubaneswar

Dr. N.V.L.M Murthy, IIT Bhubaneswar
Anand Joseph Xavier M, IIIT Hyderabad
B. Rambabu, IIIT Hyderabad

Sudarsana Reddy Kadiri, IIIT Hyderabad
Aneeja G, IIIT Hyderabad

Karthik Venkat, IIIT Hyderabad

P. Gangamohan, IIIT Hyderabad
Nivedita Chennupati, IIIT Hyderabad
Vishala Pannala, IIIT Hyderabad

Naresh Kumar Elluru, IIIT Hyderabad
Ravi Shankar Prasad, IIIT Hyderabad
Anandaswarup Vadapalli, IIIT Hyderabad
Ronanki Srikanth, IIIT Hyderabad
Sivanand A, IIIT Hyderabad

Bhargav Pulugundla, IIIT Hyderabad
Santhosh, IIIT Hyderabad

Sathya Adithya Thati, IIIT Hyderabad
Abhijeet Saxena, IIIT Hyderabad
Apoorv Reddy, IIIT Hyderabad

Basil George, IIIT Hyderabad

S. Vasanth Sai, IIIT Hyderabad

Patha Sreedhar, IIIT Hyderabad

Padmini Bandi, IIIT Hyderabad

G. V. S. Prasad , IIIT Hyderabad

Bhanu Teja Nellore, IIIT Hyderabad

Sri Harsha Dumpala, IIIT Hyderabad
Raghu Ram Nevali, I[IIT Hyderabad
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IV. Summary of the 4™ workshop/meeting conducted at IIT Hyderabad
on December 18, 2012

*  Development of phonetic engine system
* Signal level features
* Acoustic level features (production based)
(2-3 classes, 10-15 classes, 40-50 classes)
*  Prosody level features
* Syllable boundary marking
*  Pitch marking
*  Prosodic break marking
*  Prosody models
*  Sound unit level
*  Syllable-like units
*  Phonetic level units
* Searching speech database
* Target (searching 3-5 hours of speech data in reading mode).
*  Query formation using keywords
*  Query in natural dialog mode (needs word spotting)
*  Other approaches for audio search
*  Other issues discussed at the meeting
* Constitution of internal testing and evaluation committee
»  Suggested dates for PRSG (January 15", 2013 at IIIT Hyderabad)
*  5slides from each group for the PRSG meeting
*  Progress report and UC for the 1** year before December 22, 2012
* Response to testing and evaluation by CDAC
* UCs for March & September 2013
* Discussion on final systems, deliverables and report
* Next project meeting at Thapar University, Patiala March 2, 2013
* Discussion in the next meeting will be focused on the systems for
phonetic engine and search engine with some demo versions.

List of participants ( 4™ workshop/meeting)

Prof. B. Yegnanarayana, IIIT Hyderabad
Prof. Peri Bhaskararao, IIIT Hyderabad
Dr. Kishore S Prahallad, IIIT Hyderabad
Dr. S. Rajendran, IIIT Hyderabad

Dr. Anil Kumar Vuppala, IIIT Hyderabad
Shri. Vinay Kumar Mittal, [IIT Hyderabad
Dr. Suryakanth V. Gangashetty, IIIT Hyderabad
Rameshwar Pathak, IIT Kanpur

Preeti Singh Chauhan, IIT Kanpur
Sukhjeet Kaur, IIT Kanpur

Laxmi Pandey, IIT Kanpur
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12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.

49

Dinesh Agnihotri, IIT Kanpur

Dr. Rajendra Kumar Sharma, Thapar University Patiala
Rupinderdeep Kaur, Thapar University Patiala
Prof. S.R. Mahadeva Prasanna, IIT Guwahati

Dr. Utpal Sharma, Tezpur University
Navanath Saharia, Tezpur University

Dr. L. Joyprakash Singh, NEHU Shillong
S. K. Dutta, NEHU Shillong

Dr. Leena Mary, RIT Kottayam

Riyas K S, RIT Kottayam

Anish Babu K K, RIT Kottayam

Prof. Hemant A. Patil, DA-IICT Gandhinagar

Dr. K. Sri Rama Murty, IIT Hyderabad
Dr. C. Krishna Mohan, IIT Hyderabad
Dr. K. Sreenivasa Rao, IIT Kharagpur
Manjunath. K. E., I[IT Kharagpur

Sunil Kumar S. B., IIT Kharagpur

Dr. R. Kumaraswamy, SIT Tumkur
Narendra K C, SIT Tumkur

Gautam Varma, IIIT Hyderabad

B. Rambabu, IIIT Hyderabad
Sudarsana Reddy Kadiri, IIIT Hyderabad
Aneeja G, IIIT Hyderabad

P. Gangamohan, IIIT Hyderabad
Nivedita Chennupati, IIIT Hyderabad
Vishala Pannala, IIIT Hyderabad
Naresh Kumar Elluru, IIIT Hyderabad
Ravi Shankar Prasad, IIIT Hyderabad
Anandaswarup Vadapalli, IIIT Hyderabad
Sivanand A, IIIT Hyderabad

Bhargav Pulugundla, IIIT Hyderabad
Santosh K, IIIT Hyderabad

Abhijeet Saxena, IIIT Hyderabad
Apoorv Reddy, IIIT Hyderabad

Basil George, IIIT Hyderabad

Patha Sreedhar, IIIT Hyderabad
Padmini Bandi, IIIT Hyderabad

G. V. S. Prasad, lIIT Hyderabad
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V. Summary of the First Project Review of Steering Group meeting at Dept of
Electronics & Information Technology, Govt of India New Delhi
on February 5, 2013

The Meeting (1) of the Project Review of Steering Group was held on Feb 5, 2013 at Dept of

Electronics & Information Technology , Govt of India.

1. Welcome Address
At the beginning, the member convener welcomed the PRSG Chairman and the members in
the 1st. PRSG meeting of the ASR in Indian Languages Consortium.

2. The Chairman requested the consortium leader to present the progress of the work under
the consortium from the date of initiation of the project [i.e from date of issue of the
administrative approval -23-12-2011]

3. Presentation by Consortium Leader

The Consortium Leader Prof. B. Yegnanarayana presented the progress of the project against

the milestones specified in the objectives of the administrative approval.

Objectives and Milestones Progress Reported
for the 1% year

+  Collect speech data for a Language Data Collected (in | Data transcribed phonetically (in
few selected languages hours) hours)

for studies on prosody

and for development of Assamese 27.40 14.00
methodology for Bengall 17.42 09.98
searching speech
databases in assigned Guijarati 20.50 01.75
languages. Hindi 06.00 06.00
* Develop algorithms to Kannada 30.00 06.00
extract  signal level
incorporate in the PE. Manipuri 12.00 06.00
» Explore the prosody and
language constraints to Marathi 25.50 03.62
improve the performance :
of the PE Odiya 15.00 05.41
Punjabi 18.00 00.42
Telugu 16.50 09.50
Urdu 07.00 01.00

The basic algorithm for phonetic based search is developed and being
studied for specific requirements for each languages

The work on Syllable marking, Pitch marking , Prosody break marking for
each of the above mentioned assigned languages are being carried out by
the consortium members responsible for the particular languages.

4. Observations of the PRSG
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5. PRSG expressed satisfaction about the progress of the project and requested acceleration

6. Recommendations of PRSG.

of the deployment efforts of the Phonetic engines in all assigned languages.

After development of the Alpha version of the Phonetic engines, the systems may be

tested through independent testing and evaluation agency namely C-DAC.

PRSG also requested to expedite the development process so that, the assigned

horizontal and vertical tasks would be completed within

23.12.2013.

the project duration i.e.

The PRSG recommended the release of Next instalment of Grant-in-Aid to IlIT Hyderabad, as

per request from the consortium leader after submission of the Utilization Certificates and their

acceptance to DEITY. The Meeting ended with a vote of thanks to the Chair.

PRSG Members

The list of PRSG Members and the Consortium Members present in the meeting

Sl No. | Name Organization Designation

. Dr. P.K.Saxena Director SAG, DRDO Chairman

. Prof. S.S. Agrawal Emeritus Scientist , CEERI Member

. Dr. Preeti .S. Rao [IT Bombay Member

- Prof. Hema Murthy IIT Madras Member

- Dr. K.Samudravijaya TIFR , Mumbai Member

. Ms. Swaran Lata Director &Head, TDIL, DEITY Member

. Dr.Somnath-Chandra Scientist-E , TDIL, DEITY Member Convener

Consortium Members

Sl No. | Name Organization Designation

1. Prof. B.Yegnanarayana lIT Hyderabad Consortium Leader

2. Dr. S.V. Gangashetty lIT Hyderabad Co-PI

3. Dr. Kishore.S. Prahallad IIT Hyderabad Co-PI

4, Dr. Rajesh M Hegde [IT Kanpur Consortium Member

5. Prof. Rajendra Kumar Thapar University Patiala Consortium Member

Sharma

6. Dr. S R Mahadeva Prasanna [IT Guwahati Consortium Member

7. Dr. Utpal Sharma Tezpur University Consortium Member

8. Dr. L. Joyprakash Singh North Eastern Hill University (NEHU) , Consortium Member
Shillong

9. Dr Leena Mary Rajiv Gandhi Institute of Technology (RIT) Consortium Member
Kottayam

10. Dr. Hemant A Patil Dhirubhai Ambani Institute of Information | Consortium Member
and Communication Technology (DA-IICT)
Gandhinagar

1. Dr. K S R Murty [IT Hyderabad Consortium Member

12. Dr. K Sreenivasa Rao [IT Kharagpur Consortium Member
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VI. Summary of the 5" workshop/meeting conducted at Thapar University Patiala
during February 9"-10", 2013

The following is the summary of the discussions of two days workshop at Thapar University
Patiala:

1. Tasks in the development of phonetic engine system

1.1 Segmentation: Change in the acoustic features (mostly signal based)

1.2 Feature stretching: Identify 10-15 features (like voicing, nasality, laterality, etc,)
and segments the speech in terms of those features.

1.3 Phone units: Select/make a subset of classes/labels/categories relevant to each of
those

features in Task 1.2

1.4 Common phonetic units: Segment the speech based on a subset of common phonetic
units

relevant for each language. This is the direct signal-to-phonetic units, and hence the
phonetic engine.

2. Tasks in automating the manual labelling task

1.1 Phonetic units - IPA chart
1.2 Syllable boundary marking
1.3 Pitch accent marking

1.4 Break index marking

3. Tasks in the development of the search engine system
(Key issues are feature extraction, matching and scoring)

3.1 Keyword spotting (phone level transcription of the query and the reference and
matching)

3.2 Posteriogram representation and DTW

3.3 HMM based phone sequences matching

3.4 Continuous feature vectors

3.5 Representation by a sequence of a few features (10-15) and then match

3.6 Vector quantization representation and then matching

3.7 Spotting phonetic features

3.8 Combination of some of the above ideas to develop a final system.

4. Other issues
4.1 Preparing common phonetic symbols from the collected data
4.2 Identify data for benchmarking: 1 hour of read speech and 1 hour of conversational
speech
for each language, along with query consisting of words/phrases for each case.
4.3 Prosody definitions:
-What can be termed as prosody-like?
-Suprasegmental is only one part
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-Voice quality, rhythm, stress, etc.

-Long vowel, segment level, sentence level

-How to acquire prosody information, represent, and exploit it for phonetic engine and
search

engine systems.

4.4 System development status and some demos at the next meeting in May 2013, before
the PRSG meeting

4.5 Discussion and delivery of search engine system in July workshop at DA-IICT.

List of participants ( 5" workshop/meeting)

AN RN

Prof. B. Yegnanarayana, IIIT Hyderabad
Shri. Vinay Kumar Mittal, IIIT Hyderabad
Dr. Hemant A. Patil, DA-IICT Gandhinagar
Dr. K. Sreenivasa Rao, IIT Kharagpur

Dr. Kishore S Prahallad, IIIT Hyderabad
Dr. S. R. Mahadeva Prasanna, IIT Guwahati
Dr. K. Sri Rama Murty, IIT Hyderabad

Dr. Leena Mary, RIT Kottayam

Swati Arora, W3C India

. Dr. S. Rajendran, IIIT Hyderabad

. Dr. L. Joyprakash Singh, NEHU Shillong

. Mr. Sushanta Kabir Dutta, NEHU Shillong

. Anish Babu K K, RIT Kottaya

. N Saharia, Tezpur University

. Deepak, IIT Guwahati

. Biswajit Dev, IIT Guwahati

. R Ravi Kiran, IIT Kharagpur

. Apoorv Chaurvedi, IIT Kharagpur

. Biswajit Satapathi, IIT Kharagpur

. Manjunath K E, IIT Kharagpur

. Baljinder Badham. Tezpur University

. Kamal Preet Singh, Tezpur University

. Tarunima Prabhakar, DA-IICT Gandhinagar

. Mansi Gokhale, DA-IICT Gandhinagar

. Maulik Madhavi, DA-IICT Gandhinagar

. Ishtiyaq Husain, IIT Kanpur

. Rameshwar Pathak, IIT Kanpur

. Bhavik Vachhani, DA-IICT Gandhinagar

. Kewal Dheeraj Malde, DA-IICT Gandhinagar
. Rajesh Hegde, IIT Kanpur

. Rupinderdeep Kaur, Thapar University Patiala
. Vishal Kumar, Thapar University Patiala

. Prof. Rajendra Kumar Sharma, Thapar University Patiala
. Prof. Smriti K Sinha, Tezpur University

. Mahinder Singh, Thapar University Patiala
. Prof. Peri Bhaskararao, IIIT Hyderabad
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37. Dr. Suryakanth V. Gangashetty, IIIT Hyderabad
38. Hansi Mean kaur, Thapar University Patiala
39. Dushyant Khurana, Thapar University Patiala
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VII. Summary of the 6™ workshop/meeting conducted at DA-IICT Gandhinagar
during October 12"-13", 2013

The following is the summary of the discussions of the two days workshop at DA-IICT
Gandhinagar:

L. (a) General points by each group
(b) Presentation by each group on audio search and prosody modeling

II. Specifications and issues on audio search

Specifications:
- Refining the system at feature and search level
- Adapting, i.e, improving the performance with usage
- Not diluting the problem, i.e, read speech data (Audio input query: Language specific and
mixture of languages)

Issues:

- Input audio query in 5-10 sec data files

- Data - 5 hours, each language in small 5-10 sec data files (for 10 languages), 100-200
keywords.

- Microphone or desktop or webenabled server - local audio search

- Microphone or desktop or not webenabled server

- Query: Subset of keywords - Topic: Study the characteristics of keywords

- Representation of inputs - (a) cluster of phones (b) acoustic features

- Search
- Approximate string matching - Symbolic
- DTW variants - Representation and relative emphasis
- Bag of words - Index (Mapping issues)
- Prosody constraints in search

III. Phonetic Engine
- Use of acoustic phonetic features and prosody
- Combining different methods
- Evaluation

IV. Prosody labeling
- Syllable marking, pitch accent marking, prosody breaks

V. IIIT Hyderabad to host data from all sites

List of participants ( 6™ workshop/meeting)

1. Prof. B.Yegnanarayana, IIIT Hyderabad
2. Dr. Suryakanth V Gangashetty, IIIT Hyderabad
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3. Prof. S. R. Mahadeva Prasanna, IIT Guwahati
4. Prof. K. S. R. Murthy, IIIT Hyderabad

5. Prof. Rajesh Hegde, IIT Kanpur

6. Prof. Leena Mary, RIT Kottayam

7. Prof. L. Joyprakash Singh, NEHU Shillong

8. Prof. S. Rajendran, IIIT Hyderabad

9. Prof. Utpal Sharma, Tezpur Uni., Assam

10.
11.
12.
13.
14.
15.
16.

17.
18.
19.
20.
21.
22.
23.
24,
25.

Dr S. K. Sinha, Tezpur Uni., Assam

Prof.R. K. Sharma. Thapar University Patiala
Dr. K. Sreenivasa Rao, IIT Kharagpur
Biswajit Sharma, IIT Guwahati

Manjunath K.E, IIT Kharagpur

Biswajit Satpathy, IIT Kharagpur

Ishtiyaq Husain, IIT Kanpur

Rameshwar Pathak, IIT Kanpur

Karan Nathwani, IIT Kanpur

Deekshitha G, RIT Kottayam

Gayathri M. R, RIT Kottayam

Shreejith A, RIT Kottayam

Shridhara M, V. SIT Tumkur

Bapu K Banahatti, SIT,Tumkur

Himangshu Sarma, Tezpur University Assam
Baljinder, Thapar University Patiala
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VIII. Summary of the 7" workshop/meeting conducted at II'T Kharagpur
during March 7"-9" 2014

The following is the summary of the discussions of the three days workshop at IIT Kharagpur:

1. Specific details of the following items were discussed during the concluding session [08-
03-2014, 2.30 to 4.00PM]

e Database

*  Search engine

*  Phonetic engine

*  Automatic prosodic transcription

2. Prof. B Yegnanarayana has proposed following things and all the members have agreed

e Form four sub-groups to handle four deliverables ( Database, Search engine, Phonetic
engine and Automatic phonetic transcription )

* Each sub-group is responsible for assigned deliverables ( specification, implementation,
documentation and evaluation).

*  Sub-groups should work on building systems in all languages.

*  Sub-groups to meet in next session and discuss their deliverables.

3. Subgroup details

* Database
1. Dr. S. Rajendran 2. Dr. Hemanth Patil 3. Dr. Utpal Sharma

* Search engine
1. Dr. K S R Murthy 2. Dr. Rajesh Hegde 3. Prof. S R M Prasanna

* Phonetic engine
1. Dr. Suryakanth V G. 2. Prof. S R M Prasanna 3. Dr. Hemanth Patil

* Automatic prosodic transcription
1. Prof. Leena Mary 2. Dr. K. Sreenivasa Rao

4. Suggestion/concerns by consortium members:
* [Dr. Rajesh Hegde] concerns over form of delivery of systems: It was decided that for
Search engine, Phonetic engine and Automatic prosodic transcription, three totally
independent systems will be delivered. Sub-groups are responsible for this system.

e [Prof. B Yegnanarayana] In evaluation of the search engine, in-database and out-of-
database key words should be considered.
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* [Dr. Rajesh Hegde] raised the concern about the time to build systems in all languages.

* [Dr. K. Sreenivasa Rao] Manual prosodic transcription.
Conclusion: Each team should do manual prosodic transcription for 3 modes (in their
respective languages). 100 sentences per mode shloud be selected.

* [Dr. S. Rajendran] Time stamping of key-words: Key-words used in the search engine
should be time stamped. Each team should take this responsibility in their respective
languages.

* [Dr. S. Rajendran] In database, for read speech text is not available.
Conclusion: No need to have text for read speech in database.

* [Prof. B. Yegnanarayana] Comparison of evaluation results across various modes and
languages should be done. Each team should take this responsibility in their respective
languages.

Acknowledge DIT in the literature produced by this project. Database can be shared with
anyone.

*  Regarding report:
*  First draft of the report is ready (done by Dr. Suryakanth V. Gangashetty)
* Report needs to be reviewed.
* List of accepted papers may be included in the report.

4. Specific details of the following items were discussed during concluding session [08-03-
2014, 4.30 to 5.30 PM]

To begin with Prof. B Yegnanarayana gave a informal talk on "Evolution of phonetic
engine". Aim of this talk was to throw light on "what should be done, as a follow up to
this project”.

After this talk, Prof. P. Bhaskara Rao elaborated on the need of acoustic phonetic
features.

This was followed by discussion among four sub-groups namely Database group, Search
engine group, Phonetic engine group and Prosody labeling group.

* Action points

[Leaders of sub-groups gave a ten minute presentation on the next day meeting about
discussion in the sub-group.

* Evolution of phonetic engine [Prof. B Yegnanarayana]

Definition of phonetic engine: Aim of Phonetic Engine (PE) is "to represent what is
uttered by a speaker in the form of symbols".
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Based on type of symbols used, phonetic engines are classified into five generations.
5. Different approaches for the development of of phonetic engines

*  Generation-1 phonetic engine (G1PE)

GIPE involves representation of speech using parameters (sometimes features) and
learning them to identify phoneme. Basically G1PE sees speech as sequence of phoneme
-> phoneme to text. G1PE features are not pure acoustic phonetic. Their output is
constrained. For example in case of Speech->MFCC->HMM based PE lot of sequential
information (may be language) is captured and constraints (lexical, phone sequence itself)
the output. Also in GIPE phonemes are used as basic unit and phonemes are language
dependent. Hence, there is a need to use unit which is more production oriented.

*  Generation-2 phonetic engine (G2PE)

Phoneme is specific to a language. Hence sequence of phonemes is language specific. To
overcome this limitation in G2PE, syllable (syl) is used as unit. Syl is a convenient
production unit. Syl also imposes production constrains.

(Features: Something can be seen in acoustic signal: Ex : formant contours.Parameters:
blindly extracted from signals using an algorithm: Ex : DFT, LPC, MFCC )

*  Generation-3 phonetic engine (G3PE)

Syl could be language dependent. There was need for more production oriented approach.
Hence, IPA was used in this project.

*  Generation-4 phonetic engine (G4PE)

By transcribing speech using IPA, we might have neglected some production aspects
( refer section Acoustic phonetic features [ Prof. P. Bhaskara Rao]). Hence, there is a
need to have acoustic phonetic description of speech. In G4PE speech will be represented
using acoustic phonetic description. Extracting acoustic phonetic description of speech is
the challenge.

*  Generation-5 phonetic engine (G5PE)

In G5PE speech will be quantized in terms of movement of accumulators, oral cavity
description, amount of excitation pressure and etc.

- Application of acoustic phonetic features [Dr. K S R Murthy]

Most of the ASR groups are concentrating on low resource ( take model of rich resource
language and adapt model to low resource language), zero resource language and
multilingual ASR. In traditional ASR Bayesian formulation will be used (probability of
the word, given observation seq and model). In case of low and zero resource languages
there will be no models and models from high resource languages will be used. In this
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1.

context, "word" from low or zero resource language cannot be treated in a traditional
way. So word can be considered as sequence of acoustic phonetic description.

* Acoustic phonetic features [Prof. Peri Bhaskararao]

Prof. P. Bhaskararao elaborated on neglected information when a "voiced aspirated
plosive" is transcribed. Aim of the talk was to emphasize on Acoustic phonetic (feature)
representation of speech. He took four examples of Bengali bh (voiced aspirated) and
showed diversity of production features (murmured. modal vowel, voice bar, instant
release) and proved these will be lost in the regular transcription.
List of participants ( 7" workshop/meeting)
Prof. B. Yegnanarayana , IIIT Hyderabad

2. Dr. K. Sreenivasa Rao, IIT Kharagpur

had

Mr. Vinay Mittal , IIIT Hyderabad

Prof. Peri Bhaskararao, IIIT Hyderabad

Dr. Suryakanth V. Gangashetty, IIIT Hyderabad
Dr. S. Rajendran, IIIT Hyderabad

Dr. K S R Murthy, IIT Hyderabad

Dr. Rajesh Hegde , IIT Kanpur

Prof. S R Mahadeva Prasanna, IIT Guwahati

. Dr. Hemanth Patil, DA-IICT Gandhinagar

. Prof. Leena Mary, RIT Kottayam

. Prof. R. Kumaraswamy, SIT Tumkur

. Prof. Rajendra Kumar Sharma, Thapar University Patiala

Ms. Rupinderdeep Kaur, Thapar University Patiala

. Dr. L. Joyprakash Singh , NEHU Shillong

Dr. Utpal Sharma, Tezpur University

. Rameshwar Pathak, IIT Kanpur

. Biswajit Satpathy, IIT Kharagpur

. Abhishek Dey , IIT Guwahati

. Biswajit Sarma, IIT Guwahati

. Maulik Madhavi, DA-IICT Gandhinagar
. Jubin James Thennattil, RIT Kottayam

. Anil P Antony, RIT Kottayam

Navanath Saharia, Tezpur University

. Ishtiyaq Husain, IIT Kanpur

. Narendra N P, IIT Kharagpur

. Sunil Kumar S. B., IIT Kharagpur
. Manjunath K.E, IIT Kharagpur

. Dipanjan Nandi, IIT Kharagpur
. Procheta Sen, IIT Kharagpur

. Parkranth Sarkar, IIT Kharagpur
. Hari Krishna, IIT Kharagpur

. Gurunath Reddy, IIT Kharagpur
. Arijul Haque, IIT Kharagpur

. Arup Datta, IT Kharagpur

. Prasenjit Dhara, I[IT Kharagpur
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IX. Summary of the 8" workshop/meeting conducted at II'T Guwahati
during September 6"-7", 2014

The meeting is for the purpose of assigning a role to each of consortium members. The following
is the summary of the discussions of the two days workshop at IIT Guwahati:

1. Audio Search: [Dr. K. Sri Rama Murty]|

- Description of supervised and unsupervised versions of the system with details and results.

- Demonstration of the system with proper user interface.

- Exploring the possibility of incorporating some of the ideas of Phonetic Engine (PE) and
prosody for improving the performance.

2. Phonetic Engine: [Prof. S. R. Mahadeva Prasanna]

- Hidden Markov Model (HMM) based training using compressed set of phonetic units
derived from manually labelled data

- Graphical User Interface (GUI) for display of the system .

- Language dependent and language independent systems .

- Display of: speech waveform, sequence symbols output, symbols output with confidence
threshold, symbols with confidence-based display.

- Overlay of prosody information [Dr. K. Sreenivasa Rao]|

- Performance evaluation: % Recognition, subjective evaluation of unknown sentences by the
user for different displays above .

3. Prosody modelling: [Dr. K. Sreenivasa Rao|

- Display of prosody analysis and evaluation results.
- Integration with PE .

4. Consolidated report:
- Individual reports by 7th October 2014: Dr. S. Rajendran, K. Sri Rama Murty, Prof. S. R.
Mahadeva Prasanna, Dr. K. Sreenivasa Rao with Dr. Suryakanth V Gangashetty's help for all.
- Overall report draft by end of October : Prof. B. Yegnanarayana with inputs from Prof. Peri
Bhaskararao, also including some future directions.
5. Next proposal:
- Draft by Prof. B. Yegnanarayana by the end of September 2014.
List of participants ( 8" workshop/meeting)
1. Prof. B. Yegnanarayana , IIIT Hyderabad

2. Prof. S R Mahadeva Prasanna, IIT Guwahati
3. Prof. S. Dandapat, IIT Guwahati
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Dr. Suryakanth V. Gangashetty, IIIT Hyderabad
Dr. K Sri Rama Murthy, IIT Hyderabad
. Dr. Hemanth Patil, DA-IICT Gandhinagar
Dr. K. Sreenivasa Rao, IIT Kharagpur
Dr. L. Joyprakash Singh , NEHU Shillong
9. Deepak, IIT Guwahati
10. Vivek C M, IIT Guwahati
11. Biswajit Dev Sarma, IIT Guwahati
12. Abhishek Dey, IIT Guwahati

XNk
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X. Summary of the 9" workshop/meeting conducted at IIIT Hyderabad
on December 12", 2014

The objective of the meeting is to consolidate the work done and prepare for the following :

(a) Technical report and closure report in the DIT prescribed format

(b) Deliverables

(c) Demonstrations

(d) Utilization Certificates and expenditure statement as per DIT norms

(e) Further action (like next proposal in the direction of Rich Representation)

The following is the summary of the discussions of the one day workshop at IIIT Hyderabad:

1. Prof. B Yegnanarayana - Introduction, review, general format for discussions and writeup
and deliveries.

. Dr. S Rajendran - Data collection effort.

. Prof. S. R. Mahadeva Prasanna - Phonetic Engine effort - writeup, demo and delivery.

. Dr. K Sreenivasa Rao - Prosody modelling effort.

. Dr. K Sri Rama Murty - Audio search effort.

. Summary, tasks ahead to wind up the project by December 31, 2014.
- Writeup consolidation - Dr. S Rajendran and Dr. Anil Kumar Vuppala
- Demos consolidation - Prof. S. R. Mahadeva Prasanna and Dr. K Sri Rama Murty
- Finance and deliverables - Dr. Suryakanth V Gangashetty and Dr. Anil Kumar

Vuppala

AN A W

List of participants ( 9™ workshop/meeting)

. Prof. B. Yegnanarayana, IIIT Hyderabad

. Dr. S. Rajendran, IIIT Hyderabad

. Dr. Anil Kumar Vuppala, IIIT Hyderabad

. Dr. Suryakanth V. Gangashetty, IIIT Hyderabad
. Prof. Rajendra Kumar Sharma, Thapar University Patiala
. Dr. K. Sri Rama Murty, IIT Hyderabad

. Dr. S. R. Mahadeva Prasanna, IIT Guwahati

. Dr Utpal Sharma, Tezpur University

. Dr. L. Joyprakash Singh, NEHU Shillong

11. Dr. Hemant A. Patil, DA-IICT Gandhinagar

12. Dr. K. Sreenivasa Rao, IIT Kharagpur

13. Dr. R Kumaraswamy, SIT Tumkur

14. Dr. Leena Mary, RIT Kottayam

15. Gautam Varma Mantena, IIIT Hyderabad

16. Vishala Pannala, IIIT Hyderabad

17. Patha Sreedhar, IIIT Hyderabad

18.. P. Gangamohan, IIIT Hyderabad

19. B. Rambabu, IIIT Hyderabad

20. Sudarsana Reddy Kadiri, IIIT Hyderabad

e I N R R
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21. Aneeja G., IIIT Hyderabad

22. Nivedita Chennupati, IIIT Hyderabad

23. Ravi Shankar Prasad, IIIT Hyderabad

24. Anandaswarup Vadapalli, IIIT Hyderabad
25. Sivanand A, IIIT Hyderabad

26. Bhargav Pulugundla, IIIT Hyderabad

27. Santhosh, IIIT Hyderabad
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1. Details of the data collected by IIIT Hyderabad

Appendix—B: Data collection and transcription

Language Read speech Conversational speech
(in minutes) (in minutes)

Assamese 03.39 01.44
Bengali 03.50 05.57
Gujarati 03.19 05.23
Hindi 04.22 03.03
Kannada 03.19 04.03
Malayalam 03.10 05.07
Manipuri 03.32 04.05
Marathi 03.23 05.16
Odia 03.20 05.31
Punjabi 03.31 02.25

Total 34.05 41.14
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2. Data collected and transcribed by the consortium institutes

Language Source from which data was collected Data Data
collected transcribed
(in hours) phonetically
(in hours)
Assamese Live recording from 4 speakers 13.35 06.00
)
Assamese www.newsonair.nic.in, Field recording 09.20 08.00
2
Bengali TV, Indoor recording, Field recording 14.10 05.93
Gujarathi Live recording 14.00 00.30
Hindi WWW.newsonair.nic.in, www.youtube.com 02.25 02.25
Kannada www.newsonair.nic.in, Field recording 35.40 01.50
Malayalam | TV, Field recording 18.00 02.00
Manipuri www.newsonair.nic.in, Live recording 04.91 04.91
Marathi Live recording 06.25 00.00
Odia Indoor recording 10.00 05.00
Punjabi www.youtube.com 06.10 00.42
Telugu TV, www.youtube.com 16.50 09.50
Urdu TV, www.youtube.com 07.00 01.00
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Appendix—C: Metadata format for the speech data

1. Metadata file for the speech data

File name: D_INID_GXXXX_LN_MYYY Y.info

e Data type

* Institute ID

*  Gender

e Speaker ID

* Recording language

*  Mode

* FileID

*  Environment

* Transcribed by

*  Verified by

* Recording device

*  Close speaking microphone
* Speaker name

e Age

*  Mother tongue

*  Home town

*  Home state

*  Place of long term stay
* Place of stay till age 12
*  Education

*  Profession

* Languages

2. Explanation of the fields in the metadata
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Fiel |[Field NameDescription |A set of Remarks
dID possible values/
value type
1 |D: Data Raw data/ {R, T} |R—Raw data, T — Transcribed data
type Transcribed
data
2 |INID Institute ID  |[{IIITH, ITH, [IITH - International Institute of Information
TG, IITK, Technology, Hyderabad
[ITKG, RITK, [ITH - Indian Institute of Technology, Hyderabad
SITT, DAIICT, TG - Indian Institute of Technology, Guwahati
NEHUS, TEZT,[ITK - Indian Institute of Technology, Kanpur
TUPT} IITKG - Indian Institute of Technology, Kharagpur
RITK - Rajiv Gandhi Institute of Technology,
Kottayam
SITT- Sidda Ganga Institute of Technology, Tumkur
DAIICT - Dhirubhai Ambani Institute of Information
and Communication Technology, Gandhinagar
NEHUS - North Eastern Hill University, Shillong
TEZT - Tezpur University, Tezpur
TUPT- Thapar University, Patiala
G Gender {M, F} M —Male, F - Female
4 XXXX Speaker ID Integer [Four digit integer [0001 - 9999]
5 LN Language of |{AS, BN, GJ, |AS—Assamese, BN —Bengali,
the audio file |HN, KN, MN,| GJ—Gujarati, HN —Hindi,
MR, OD, PN, |KN—Kannada, MN —Manipuri,
TE, UR, ML} MR — Marathi, OD — Odiya,
PN — Punjabi, TE — Telugu,
UR - Urdu, ML — Malayalam
6 M: Mode [Read speech/ {1,2,3} |1 — Read speech
Extempore 2 — Extempore speech
speech/ 3 — Conversational speech
Conversational
speech
7 YYYY File number Integer|Four digit integer [0001 - 9999]
8 [Environme |Data collected |{Field, Open
nt environment [room, Closed
roomj}
9 [Transcribed Name of String [Max. up to twenty characters
by person who
transcribed
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10 |Verified by [Name of String [Max. up to twenty characters
person who
verified the
transcription
11 [Recording |Device used |{Zoom, Edirols,Zoom — Zoom model numbers,
device for recording  Set-up box, Edirols — Edirol model numbers,
with model  |Others}
number (if Set-up box — Type of set-up box used,
any) and Others - Specify if other than above mentioned
manufacturer devices
12 |Close Whether close {Y,N}Y —Yes, N -No
speaking |speaking
microphone|microphone
setup was used
or not
13 [Speaker  |Name of the String Max. up to twenty characters
name speaker
14 |Age Age group of {10-19, 20-40, Age group of
the speaker  #1-60. 10-19 Years, 20-40 Y.
61-80 , 81-99} - cars, - cars,
41-60 Years, 61-80 Years,
81-99 Years
15 Mother Mother tongue String |Max. up to twelve characters
tongue of the speaker
16 Home town Home town of String |Max. up to twenty characters
the speaker
17 Home state [Home state of String [Max. up to twenty characters
the speaker
18 |Place of  |Long term stay String [Max. up to twenty characters
long term  |of the speaker
stay
19 Place of  |Place of stay String |Max. up to twenty characters
stay till age [till age 12 of
12 the speaker
20 [Education |Qualification |{Below 10™
of the speaker [class, 10+2,
Graduation,
Post
Graduation,
Other}
21 [Profession [Profession of String |Max. up to thirty characters
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the speaker

Languages Languages {Telugu(RWS), R - Read, W - Write, S - Speak
known by the | English(RS)}
speaker with
read, write,
speak options

3. Observations
*  The actual file before any processing/modification is defined as a raw file in this
document.
*  Specifications for audio files:
Minimum sampling frequency : 16000 Hz

Minimum bits per sample : 16 bits
Format : MS WAV format
Number of channels : Mono/Stereo

A copy of ProPEn.confwill be sent through mail or will be made available for

download in the portal shortly.

Copy this file to the path (in Linux based systems)
.wavesurfer/x.x/configurations/

(cp pathwherefileispresent/ProPEn.conf ~/.wavesurfer/x.x/configurations/)

(x.x is your version of wavesurfer installed in your system e.g.: 1.8)

Copy this file to the path (in Windows based systems)
c:\\users\username\.wavesurfer\x.x\configurations\

(Username is the name of the user in your system)

(x.x is your version of wavesurfer installed in your system e.g.: 1.8)

All the data has to be transferred to the Consortium Manager (IIITH) in the

following structure.

*  Folder structure of data:

Each institute should send a directory in the name of its Institute ID
which consists of folder(s) with Language ID(s) as name of the folder(s)
corresponding to languages handled by them. This language folder(s) consists of
two different folders namely raw_data and transcribed data. Each of the
raw_data and transcribed data folders consists of 3 sub-folders. They are
Read_speech, Extempore speech, Conversational speech corresponding to mode
of speech.

Each speech file in raw_data folder must have only .wav files

(R_INID GXXXX LANG MYYYYwav) and corresponding .info files.

Each speech file (T_INID GXXXX LANG MYYYYwav) in

transcribed data folder should be associated with the following files:

Phonetic Transcription : T INID GXXXX LANG MYYYY.ph

Syllable marking : T INID GXXXX LANG MYYYY.sy
Pitch Marking :T_INID_GXXXX_LANG MYYYY.pt
Prosodic Break Marking: T INID GXXXX LANG MYYYY.bm
Metadata file : T INID_GXXXX LANG MYYYY.info

Transcriptions should be done for continuous sentences. Word level or phoneme level
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transcriptions must not be done.

To avoid variations and thus to maintain uniformity across all consortium members,

an online metadata acquisition form will be provided shortly.

Applicable only for those members who have done transcriptions in word document

*  Open wave file with ProPEn configuration (or) IPA transcription configuration

* Mark (sentence/utterance) boundaries with some common label (say 'u') and
silence (with say 'sil') and save the transcription

*  Open .ph file (transcription file) in any text editor and replace label (u) with the
corresponding phonetic transcription from the word document and save .ph file
(This is only one of the ways to convert .doc to .ph for the transcription, no
compulsion on following this procedure but one has to submit only .ph files
not .doc/.docx/.odt/.txt etc.)

4. Example for the metadata format

File name: R_IIITH M0125_TE_23458.info

* Data type : Raw

* Institute ID : 1IITH

*  Gender M

*  Speaker ID : 0125

* Recording language :TE

*  Mode 12

* FileID : 3458

*  Environment : Field

*  Transcribed by : John

*  Verified by : Peter

* Recording device : Zoom

*  Close speaking microphone : No

*  Speaker name : David

e Age :20-40

*  Mother tongue : Telugu

*  Home town : Guntur

*  Home state : Andhra Pradesh
* Place of long term stay : Hyderabad
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Place of stay till age 12 : Vijayawada

Education : Graduation
Profession : Medical Representative
Languages : English (RWS), Telugu (RS), Hindi (S)
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PART - 11

Progress Reports of the Individual Consortium
Members
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Progress Report of IIIT Hyderabad

A. General

Al

A.2
A.3

Name of the Project

Sanction Letter Reference No.

Executing Agency

Chief Investigator with
Designation

Co-Chief Investigators with
Designation

Project staff with
Qualification

(engaged at different periods
of time during the project

period)

Prosodically Guided Phonetic Engine for
Searching Speech Databases in Indian Lan-
guages

11(6)/2011-HCC(TDIL), Dated 23-12-2011

IIIT Hyderabad

Prof. B. Yegnanarayana

Institute Professor

1) Dr. Suryakanth V Gangashetty, Assistant Professor

2 . Kishore S. Prahallad, Associate Professor

1) Dr. S. Rajendran, Senior Research Officer, Ph.D.
2) Aneeja G., Research Scholar (PhD)

3) Nivedita Chennupati, Research Scholar (PhD)

)

) D

)

)

)

4) Sathya Adithya Thati, Research Scholar (PhD)
5) P. Gangamohan, Research Scholar, (PhD)

6) Apoorv Reddy, Research Scholar, (MS)

7) Basil George, Research Scholar, (MS)

8) Vishala Pannala, Research Scholar, (MS)

9) B. Rambabu, Senior Research Scholar, (PhD)
10) Karthik Venkat, Research Scholar, (PhD)

11) Sudarsana Reddy K, Research Scholar, (PhD)

12) Patha Sreedhar, Research Scholar, (PhD)

14) Bhanu Teja Nellore, Research Scholar, (MS)

(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(15) Sri Harsha Dumpala, Research Scholar, (MS)
(

)
)
)
13) Ravi Shankar Prasad, Research Scholar, (MS)
)
)
)

16) Raghu Ram Nevali, Research Scholar, (MS)
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1. ITIIT Hyderabad

A.5 Total Cost of the Project as approved by DIT
(i) Original : Rs. 100.05 Lakhs
(ii) Revised, if any

A.6 Project Sanction Date ¢ 23-12-2011

A.7 Date of Completion : Not Applicable
(i) Original
(ii) Revised, if any

A.8 Date on which last progress : 28-02-2014

report was Submitted
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B. Technical

B.1 Work in Progress (Details are given in technical report in Appendix 1.1)
(a) Database collection in three different modes:
(i) Read speech
(ii) Lecture mode
(iii) Conversational speech
(b) Transcription using IPA chart
(¢) Development of prosody models
(d) Development of phonetic engine
(e) Development of speech search application
B.2 Proposed plan of work highlighting the action to be taken to achieve the proposed targets
(a) Report finalization
(b) Database finalization
(c) Code delivery
(

d) Finance settlement
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1. ITIIT Hyderabad

C. Project Outcomes

C.1

(i)

(iii)

(vii)

(viii)

Papers Published: (See Appendix 1.2)

G. Aneeja and B. Yegnanarayana, “Single Frequency Filtering Approach for Discriminating
Speech and Nonspeech,” IEEE/ACM Transactions on Audio, Speech, and Language Processing
(ASLP), vol. 23, no. 4, pp. 705-717, April 2015.

Vinay Kumar Mittal, B. Yegnanarayana, and Peri Bhaskararao, “Study of the effects of vo-

b

cal tract constriction on glottal vibration,” The Journal of the Acoustical Society of America

(JASA), vol. 136, no. 4, pp. 1932-1941, August 2014.

Anand Joseph Xavier M., Guruprasad Seshadri, and B. Yegnanarayana, “iExtraction of formant
bandwidths using properties of group delay functions,” Speech Communication, vol. 63-64, pp.

70-83, May 2014.

Gautam Mantena, Sivanand Achanta, and Kishore Prahallad, “Query-by-example spoken term
detection using frequency domain linear prediction and non-segmental dynamic time warping,”
IEEE/ACM Transactions on Audio, Speech, and Language Processing (ASLP), vol. 22, no. 5,
pp- 946-955, May 2014.

Gautam Varma Mantena and Kishore S. Prahallad, “Use of articulatory bottle-neck features for
query-by-example spoken term detection in low resource scenarios, ” in Proceedings of IEEE Int.
Conf. Acoust., Speech, and Signal Processing (ICASSP), Florence, Italy, pp. 7128-7132, May
2014.

B. George and B. Yegnanarayana, “Unsupervised query-by-example spoken term detection using
segment-based bag of acoustic words, ” in Proceedings of IEEE Int. Conf. Acoust., Speech, and
Signal Processing (ICASSP), Florence, Italy, pp. 7183-7187, May 2014.

Ravi Shankar Prasad and B. Yegnanarayana, “Acoustic segmentation of speech using zero time

liftering (ZTL),” in Proc. Interspeech, Lyon, France, pp. 2292-2296, August 2013.

Apoorv Reddy, Nivedita Chennupati and B. Yegnanarayana, “Syllable nuclei detection using

perceptually significant features,” in Proc. Interspeech, Lyon, France, pp. 963-967, August 2013
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(ix) Dhananjaya N., B. Yegnanarayana, and Peri Bhaskararao, “Acoustic analysis of trill sounds,”
The Journal of the Acoustical Society of America (JASA), vol. 131, no. 4, pp. 3141-3152, April
2012.

C.2 Development of Database
(i) Data was collected from participants of workshops held in IIIT Hyderabad
C.3 Tools and Systems Developed
(i) Templates for data transcription and prosody labeling was developed
(ii) Phonetic engine template for syllable labeling
(iii) Audio search template
(iv) Acoustic phonetic labeling template

(v) Prosody labeling
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1. ITIIT Hyderabad

Appendix 1.1

Detailed Technical Report of I1IT Hyderabad

1.1 Responsibilities

IIIT Hyderabad is responsible for overall coordination of the project. It has planned several
meetings and workshops as listed in the overview of the project. In addition the following tasks are

being carried out.

1.2 Database collection and transcription

e Data was collected from the participants in the workshop in their respective languages in different

contexts.

e This data will be transcribed for use in the development of prosody models and also the phonetic

engine
e The templates for data collection and labeling were designed and distributed to all the consortium
partners
1.3 Prosody Knowledge
The guidelines for acquiring the prosody knowledge were evolved for the following subtasks:
(a) Syllabification of spoken data
(b) Pitch marking

(¢) Marking prosody breaks

1.4 Development of Phonetic Engine

Several versions of phonetic engine are under development
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1.5 Development of Speech-based Search Engine

(a) A system for speech signal to syllable transcription using the conventional HTK toolkit with some
modifications taking into account constraints only at syllable level (with no language constraints)

was developed. It gives a syllable level accuracy of about 50 %.

(b) Phonetic engine system using acoustic level features is being developed using less than 10 acoustic

features.

1.5 Development of Speech-based Search Engine

Three different approaches are being explored for keyword spotting in read speech
(a) Dynamic time warping (DTW) based system
(b) System based on phonetic/phonemic sequence representation

(c) System based on acoustic feature representation

1.6 Summary of the Work

ITIIT Hyderabad is mainly engaged in coordinating the activities of different group working in dif-
ferent languages. In particular, workshops were organized to expose the participating groups to the
concepts of phonetic labeling and prosody labeling. Also the guidelines for phonetic engine system

and search system are being evolved and communicated to participating members.

In addition, small amount of data was collected in different languages and in different contexts for
phonetic labeling and prosody labeling by this group. These results will be used for the development
of phonetic engine modules and search engine. Versions of phonetic engine and search engine are

developed.
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Appendix 1.2

List of Publications
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Single Frequency Filtering Approach for
Discriminating Speech and Nonspeech

G. Aneeja and B. Yegnanarayana, Fellow, IEEE

Abstract—In this paper, a signal processing approach is pro-
posed for speech/nonspeech discrimination. The approach is based
on single frequency filtering (SFF), where the amplitude envelope
of the signal is obtained at each frequency with high temporal
and spectral resolution. This high resolution property helps to
exploit the resulting high signal-to-noise ratio (SNR) regions in
time and frequency. The variance of the spectral information
across frequency is higher for speech and lower for many types of
noises. The mean and variance of the noise-compensated weighted
envelopes are computed across frequency at each time instant.
Decision logic is applied to the feature derived from the mean and
variance values on varieties of degradations, including NTIMIT,
CTIMIT and distance speech, besides degradation due to standard
noise types. In all cases, the proposed method gives significantly
better performance than the standard Adaptive Multi-rate VAD2
(AMR?2) method. AMR2 method is chosen for comparison, as the
method adapts itself for different degradations, and is seen to give
good performance over different SNR situations. The proposed
method does not use training data to derive the characteristics
of speech or noise, nor makes any assumption on the nonspeech
beginning. The SFF method appears promising in other applica-
tions of speech processing, such as pitch extraction and speech
enhancement.

Index Terms—Single frequency filtering (SFF), spectral vari-
ance, speech/nonspeech discrimination, temporal variance, voice
activity detection (VAD), weighted component envelope.

I. INTRODUCTION

HE objective of voice activity detection (VAD) is to deter-
mine regions of speech in the acoustic signal, even when
the signal is corrupted by additive or other types of degradations.
VAD is an essential first step for development of speech sys-
tems such as speech and speaker recognition. Human listeners
are able to distinguish speech and nonspeech regions by inter-
preting the signal in terms of speech characteristics, as well as
the context. If a machine has to discriminate these two regions,
it has to depend only on the characteristics of speech and degra-
dation. It is difficult to make a machine use the accumulated
knowledge of a human listener for this purpose.
Robustness of a VAD algorithm depends on the type of
degradation, the features extracted from the signal and the
models used to discriminate speech and nonspeech regions. The

Manuscript received July 19, 2014; revised November 14, 2014; accepted
January 31, 2015. Date of publication February 13, 2015; date of current version
March 06, 2015. The associate editor coordinating the review of this manuscript
and approving it for publication was Dr. Yunxin Zhao.

The authors are with the International Institute of Information Technology,
Hyderabad 500 032, India (e-mail: aneeja.g@research.iiit.ac.in; yegna@jiiit.ac.
in).

Digital Object Identifier 10.1109/TASLP.2015.2404035

acoustic features are usually based on the signal energy in dif-
ferent frequency bands, which includes standard melfrequency
cepstral coefficients (MFCC’s) [1]. Features based on speech
characteristics such as voicing and dynamic spectral character-
istics have also been explored [2], [3]. In [2], the phase of the
Fourier Transform is averaged over a window to compensate
for phase wrapping, and then processed over mel-frequency
bands. The phase information gives performance similar to
MFCCs even in the cases of degradation. But combination of
MFCCs and phase information seems to have improved the per-
formance. Some attempts have been made to explore features
in the excitation component of speech signal [4]. Features of
the discrete wavelet transform and Teager energy operator have
also been proposed for VAD with good results [5], [6]. Charac-
teristics of speech and noise can be captured well if the samples
are collected over long (> 1 sec) durations, as some of the
studies below indicate. For example, the long-term divergence
measure (LTDM) measures the spectral divergence between
speech and noise over longer duration [7]. The LTDM measure
is calculated as the ratio of the long-term spectral energies of
speech and noise over different frequency bands. More recently
long-term spectral variability has been suggested for VAD [8].
The long-term feature is the variance across frequency of the
entropy computed over 300 msec of speech at each frequency.
It was shown to be robust at low signal-to-noise ratio (SNR)
conditions for a variety of noise degradations. The long-term
signal variability (LTSV) was extended to multi-band long-term
signal variability to accommodate multiple spectral resolutions
[9]. The long-term spectral variability feature together with
contextual, discriminative and spectral cues was shown to
give further improvement in performance of VAD [10]. New
features like Multi-Resolution cochleagram (MRCG) along
with boosted Deep Neural Networks (bDNNs) have been
proposed recently for VAD, which are shown to outperform the
state-of-the-art VADs even at low SNRs, for babble and factory
noises [11], [12]. The MRCG feature is derived using features
at multiple spectrotemporal resolutions [11] and the bDNN
uses aggregate of predictions of multiple weak classifiers [12].
In [13], a low variance for spectral estimate is assumed for
noise, and large amount of data is used for training. But low
variance criterion for noise may not be applicable for machine
gun noise and some other non-stationary noises, including dis-
tant speech. The method proposed in [13] assumes a nonspeech
beginning to estimate the noise statistics. Other models are also
considered for speech and nonspeech discrimination, which in-
clude artificial neural networks (ANNs) [14], Gaussian mixture
models (GMMs) [15], and deep belief networks (DBNs) [16].

2329-9290 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Several attempts have been made to improve the performance
of VAD, by exploiting the statistics of speech and noise char-
acteristics [17]. One such method is the statistical model-based
VAD, and its refinements proposed in [18]. Statistical methods
work well if labelled training data for speech and nonspeech in
different noise conditions are available for training the models.
These are called supervised learning systems [19]. In some
cases, the noise model derived from training data is used for ini-
tialization process. These methods are called semi-supervised
learning [17]. Methods based on universal models of speech,
without assuming any specific type of noise, are also proposed.
In [20], non-negative matrix factorization (NNMF) approach
is used to develop universal speech model. In practice, it is
preferable to develop a VAD algorithm that can operate without
any training data, i.e., unsupervised learning.

Most of the VAD algorithms are tested on data with simu-
lated degradation, either by adding noise or by passing the clean
signal through a degrading channel. This is necessary to eval-
uate new methods in comparison with known/existing methods.
Very few attempts have been made to assess the performance of
a VAD algorithm with data collected in practical environments.
The degradations in such environments may not fit into any stan-
dard model. Moreover, it is difficult to obtain ground truth in
practice to evaluate the VAD methods. In general, the charac-
teristics of the environment in which speech signal is produced
vary, and hence are not predictable to model. The only option
available is to develop VAD algorithm by exploiting the char-
acteristics of speech that may be present even in the degraded
signal. For this, the features of excitation source and dynamic
vocal tract system need to be explored for robustness against
degradation. Also, it is necessary to develop methods to extract
those features from degraded signals.

In this paper, a signal processing approach is proposed to
highlight the features of speech even in degraded signal. The
method extracts the temporal variation of signal energy at each
frequency. The characteristics of speech signal (due to correla-
tions among speech samples) at each frequency are distinctly
different from the characteristics of noise (due to uncorrelated-
ness in noise samples in many cases) at each frequency. The
SNR of the speech signal is high at some frequencies, com-
pared to noise. The high SNR property of speech at several
single frequencies is exploited. Since the method is based on
extracting energy at a single frequency, it is called single fre-
quency filtering (SFF) method. Note that single frequency in-
formation can also be derived by computing the discrete Fourier
transform (DFT) over a block of data at every sampling instant.
Other methods of deriving similar information include gamma-
tone filters [21]. The temporal variation of signal energy at each
frequency is processed further to compensate for the effects of
noise in that band by determining a weighting factor for each
band. The mean and variance of the weighted signal energy
across frequency at each sampling instant are used to derive a
parameter contour as a function of time, to discriminate between
speech and nonspeech regions. An adaptive threshold is derived
from the parameter contour for each utterance, followed by a
decision logic based on the features of speech and noise in the
given utterance. The method is tested using simulated degrada-
tions on speech signals, and also using speech signals collected

in practical environments. Since the method exploits the proper-
ties of the speech signal, it is not necessary to have training data
of speech and nonspeech signals to build models. The present
approach does not rely on the appended silence/noise regions to
estimate the noise characteristics.

Many studies in literature compare VAD algorithms with the
Adaptive Multi-Rate (AMR) method [22]. The comparison is
done mainly at the score level. To have a fair comparison with
the AMR method, the VAD algorithms should consider the fol-
lowing other factors of the AMR method into account:

» Adaptability: AMR method is adaptable to various types

of noise, SNRs and environments.

* No prior information: It does not require training data or
any other prior information about the type of noise.

* Automatic threshold: The threshold estimation does not
require nonspeech beginning, and also does not use data
for training of statistical models.

In Section II, speech data collected in different types of
degradation is described. Section III discusses the basis for
the proposed single frequency filtering (SFF) method for pro-
cessing the signals. Section IV gives the development of the
proposed VAD algorithm. Section V gives results of evaluation
of the SFF-based method of VAD in comparison with the
AMR?2 method for different types of degradations. This section
also includes a discussion on relative performance of SFF, DFT
and gammatone filtering methods of deriving information in
different frequency bands. Section VI gives a summary, and
indicates how the proposed SFF method can be exploited for
other speech processing applications.

II. DIFFERENT TYPES OF DEGRADATION

In this section different speech and noise databases and their
characteristics are discussed to indicate the variety of degrada-
tions considered for evaluation of the proposed VAD algorithm.
Note that, although some of the data was collected at 16 kHz
sampling rate and other data at 8 kHz sampling rate, the fre-
quencies in the range 300 - 4000 Hz are considered in both the
cases as explained in Section IV-A.

A. Adding Degradation at Different SNRs to Clean Speech
Signal

The TIMIT test corpus is used for evaluation [23]. The sam-
pling rate is 16 kHz. A VAD algorithm should ideally accept
speech and also reject nonspeech. In a situation where there is
more duration of speech than nonspeech, then if the algorithm
has a higher speech acceptance, then the algorithm shows better
performance even if the performance of nonspeech rejection is
poor. A similar situation of better performance would arise for
longer duration of nonspeech, with higher nonspeech detection
rate and lower speech detection rate of the algorithm. To over-
come this problem, each TIMIT utterance is appended with 2 sec
of'silence at the beginning and end of the utterance as in [8]. Var-
ious samples of the thirteen types of noises from NOISEX-92
database [24] are added to the clean TIMIT speech signal at
SNRs of —10 dB and 5 dB, to create degraded speech sig-
nals. The TIMIT data provides boundaries of the phone labels,
which are generated automatically and are then hand corrected
by experienced acoustic phoneticians. Hence these boundaries
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are used as ground truth for comparing the results of the pro-
posed VAD algorithm on the noisy speech data. The silence and
pause labels are considered as nonspeech.

Most VAD algorithms use post processing techniques like
hangover scheme. The hangover scheme is used to reduce the
risk of lower energy regions of speech at the ends of speech re-
gions being falsely rejected [13]. This is based on the assump-
tion that speech frames are highly correlated in time [13], [17].
In hangover schemes decisions at the frame level are smoothed
by considering sequence of frames to arrive at a final decision.
Hangover schemes are applied to the VAD algorithm after the
initial VAD decision. In some regions, the features of speech
might not be evident even in clean speech, although those re-
gions are labelled as speech in the database. The ground truth
given in TIMIT database may not be a perfect reference for
comparing results of any VAD algorithm. This may be due to
mismatch between the perceptual evidence and speech data in
manual labelling. Hence the accuracy will not be 100% even in
the case of clean speech.

B. Telephone Channel Database

NTIMIT (Network TIMIT) database [25] was collected by
transmitting TIMIT data over telephone network. Speech ut-
terances are transmitted from a laboratory to a central office
and then back from the central office to the laboratory, thus
creating a loopback telephone path from laboratory to a large
number of central offices. These central offices were geograph-
ically distributed to simulate different telephone network con-
ditions. Half of the TIMIT database was sent over local tele-
phone paths, while the other half was transmitted over long dis-
tance paths. All recordings were done in an acoustically isolated
room. The NTIMIT test corpus is used for VAD evaluation. The
sampling rate is 16 kHz. In the NTIMIT case, 2 sec silence seg-
ments are not appended to the data, as this kind of degradation
can not be simulated in the appended regions. The ground truth
for the NTIMIT is same as for the TIMIT data.

C. Cellphone Channel Database

The CTIMIT read speech corpus [26] was designed to
provide a large phonetically-labelled database for use in the
design and evaluation of speech processing systems operating
in diverse, often hostile, cellular telephone environments.
CTIMIT was generated by transmitting and redigitizing 3367
of the 6300 original TIMIT utterances over cellular telephone
channels from a specially equipped van, in a variety of driving
conditions, traffic conditions and cell sites in southern New
Hampshire and Massachussetts. The recorded data was played
in the van over a loudspeaker and cellular handset combination.
Each received call was digitized at 8 kHz, segmented and
time-aligned with the original TIMIT utterances. The ground
truth of TIMIT labels can be used here also. CTIMIT test
corpus is used for VAD evaluation [26]. Note that here also the
2 sec silence segments are not appended to the data, as in the
case of NTIMIT database.

D. Distant Speech

The differences between the characteristics of speech signal
collected by a distant microphone (DM) and that collected by

a close-speaking microphone (CM) are as follows: (a) The
effects of radiation at far-field are different from those at the
near-field. (b) The SNR is lower in the DM speech signal due
to additive background noise. (c) The reverberant component
in the DM speech signal is also significant, due to reflections,
diffuse sound and reduction in amplitude of the direct sound.
(d) The DM speech signal may also be affected due to interfer-
ence from speech of other speakers present in the room. Hence,
the acoustic features derived from the DM speech signal are
not same as those derived from the corresponding CM speech
signal.

Speech signals from SPEECON database are used for eval-
uation of the VAD algorithm for distant speech [27]. The sig-
nals were collected in three different cases, namely, car inte-
rior, office and living rooms (denoted by public). The signals
were collected simultaneously using a close-speaking micro-
phone (a microphone placed just below the chin of the speaker),
and microphones placed at distances of 1 meter, 2 meters and
3 meters from the speaker. These four cases are denoted by
C0, C1, C2 and C3, respectively. Each case has 1020 utter-
ances. Speech signals collected in the office environment are
affected by noises generated by computer fans and air-condi-
tioning. Speech signals collected in living rooms are affected
by babble noise and music (due to radio or television sets).
Reverberation is present mostly in the office and living room
environments. The estimated reverberation time in these envi-
ronments varied from 250 msec to 1.2 sec. The average SNR
measured at the close speaking microphone (C0) was around
30 dB, while that measured at distances of 2 meters to 3 me-
ters was in the range 0 —5 dB. The database consists of speech
signals collected from 30 male and 30 female speakers. For
each speaker, 17 utterances were recorded, resulting in about
one minute of speech data per speaker. People were asked to
record free spontaneous items, elicited spontaneous items, read
speech and core words. A manual voiced-unvoiced-nonspeech
labels are marked for every 1 msec in the SPEECON database
for CO case. Since speech at all the distances are simultaneously
collected, the same labels are used for the data at all distances.
The manual labels (voiced-unvoiced labels for speech and non-
speech label for the rest) form the ground truth for the data at all
distances. The sampling rate is 16 kHz. Since the utterances of
each speaker are from different environments, it is not possible
to build statistical models with this kind of data. No silence data
is appended in this case also.

III. BASIS FOR SINGLE FREQUENCY FILTERING APPROACH

Speech signal has dependencies both along time and along
frequency. This results in signal to noise power ratio to be a
function of time as well as a function of frequency. For an ideal
noise of a given total power, the power gets divided equally over
frequency, whereas for a signal, the power is distributed nonuni-
formly across frequency. Thus f,i((?) is higher in some frequen-
cies and lower in some other frequency regions, where S(f)
and N(f) are signal and noise amplitudes as a function of fre-

2
quency. This gives a much higher value for the average of fm—((ff))
over a frequency range, compared to the ratio of total signal
power to total noise power over the entire frequency range.
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Let
e 52(f)
d 1
Ju RETRE (1)
i S ()df
g = 2
Z S N
and
TL 52 (f)d
y=2b —— Q(f)f, 3)
I N2 (f)af
where (f; — fi+1) is the (i + 1)th interval of the L nonoverlap-

ping frequency bands, and ¢ = 0,1,...,L — 1. The following

inequality holds good.
a>f>y. “

The S(f) and N(f) are computed for degraded speech utter-
ance and for noise using 512-point DFT of Hann windowed seg-
ments of size 20 msec for every sample shift using L = 16. In
Table 1, the mean values &, 3, 7 of «, [ and ~y respectively,
computed over the entire utterance are given. It is clear that
a > B > # for different types of noises. In the case of uni-
form noise, (eg white), the values of &, 3, 4 are lower than the
values for the nonstationary noises (eg volvo and machine gun).
In the case of some nonstationary noises, the floor value is low
at some frequencies which makes the denominator N(f) small.
With small values of the denominator, the ratios of a, 3, 7y are
relatively higher as observed in Table I from the values of &,
B, 7 for volvo and machine gun noises. It is also interesting to
note that for nonuniformly distributed noises, such as machine
gun, f16 and volvo, the @ and 3 values are much higher than for
the more uniformly distributed n