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Abstract

This paper presents a method for automatic multimodal person authentication using speech, face and visual speech modalities. The
proposed method uses the motion information to localize the face region, and the face region is processed in YCrCb color space to deter-
mine the locations of the eyes. The system models the nonlip region of the face using a Gaussian distribution, and it is used to estimate
the center of the mouth. Facial and visual speech features are extracted using multiscale morphological erosion and dilation operations,
respectively. The facial features are extracted relative to the locations of the eyes, and visual speech features are extracted relative to the
locations of the eyes and mouth. Acoustic features are derived from the speech signal, and are represented by weighted linear prediction
cepstral coefficients (WLPCC). Autoassociative neural network (AANN) models are used to capture the distribution of the extracted
acoustic, facial and visual speech features. The evidence from speech, face and visual speech models are combined using a weighting rule,
and the result is used to accept or reject the identity claim of the subject. The performance of the system is evaluated for newsreaders in
TV broadcast news data, and the system achieves an equal error rate (EER) of about 0.45% for 50 subjects.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Automatic person recognition by machine appears to be
difficult, while it is done effortlessly by human beings. The
main reason for this difficulty is that it is difficult to artic-
ulate the mechanism humans use. Person recognition can
be categorized into person identification and authentica-
tion. The objective of a person identification system is to
determine the identity of a test subject from the set of ref-
erence subjects. The performance of the person identifica-
tion system is quantified in terms of identification rate or
recognition rate. On the other hand, a person authentica-
tion system should accept or reject the identity claim of a
subject, and the performance is measured in terms of equal
error rate (EER). Person authentication systems make use
of one or more biometric modalities such as speech, face,
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fingerprint, signature, iris and hand geometry to accept
or reject the identity claim of an individual. In this paper,
speech, face and visual speech modalities are used for per-
son authentication. The terms acoustic, facial and visual
speech features refer to the features extracted from the
speech, face and mouth image of the person, respectively.
1.1. Related work

A comprehensive survey of still and video-based face
recognition techniques can be found in [1], and a survey
of speech-based bimodal speaker recognizers is given in
[2]. The mel frequency cepstral coefficients (MFCC) and
weighted linear prediction cepstral coefficients (WLPCC)
are commonly used as acoustic features [3]. Several tech-
niques have been proposed in the literature for still-im-
age-based face recognition such as principal component
or eigenface analysis (PCA) [4], linear discriminant analysis
(LDA) [5,6], independent component analysis (ICA) [7],
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elastic graph matching [8,9], line edge map [10], support
vector machine (SVM) [11,12] and correlation filter [13].
Most of the video-based face recognition methods apply
still-image-based recognition to selected frames [1]. The
radial basis function neural network (RBFNN) [14], prob-
abilistic modeling [15] and hidden Markov model (HMM)
[16] are also used for video-based face recognition. Audio–
video based person authentication methods use either
speech and face modalities [17–20] or speech and visual
speech modalities [21–23]. The visual speech features such
as discrete cosine transform (DCT) of the lip region [22],
eigenlips [21,23] are commonly used to represent the mouth
image.

The video-based face recognition system called PersonS-
potter described in [24] used elastic graph matching tech-
nique. A recognition rate of about 90.0% was reported
(the size of the database is not known). A recent method
proposed in [15] used probabilistic modeling of intensity
values of the images, and a recognition performance of
about 98.0% was reported using the MoBo database [25]
having 25 subjects. The method described in [16] used
PCA and HMM, and it reported 98.8% recognition rate
for the MoBo database.

The text-independent audio–video based person recog-
nition system described in [17] used HMM for modeling
the acoustic features (mel-scaled frequency coefficients)
and eigenface for modeling the face image intensity values.
The Bayes Net was used to combine the modalities. The
performance was evaluated for 26 subjects, and the method
reported 80.0%, 88.4% and 100.0% recognition rate for
speech, face and combined modalities, respectively. The
method described in [18] used GMM for modeling the ceps-
tral feature vectors. The Gabor filter response at 29 fea-
tures in the face was used for face recognition. The
weighted sum rule was used to combine the modalities.
The performance was reported for TV broadcast news data
(CNN) corresponding to 76 subjects. Recognition perfor-
mance of 92.9%, 63.6% and 92.2% was reported for speech,
face and combined modalities.

The text-independent audio–video based person recog-
nition method described in [19] used GMM for modeling
the acoustic features (MFCC) and eigenface for face verifi-
cation. The modalities were combined using a weighted
rule. The performance was evaluated for 35 subjects with
8 impostors using VidTIMIT database [26], and the
method reported a total error (false acceptance rate + false
rejection rate) of about 24.0%, 13.0% and 6.0% for acous-
tic, facial and combined modalities, respectively.

The text-dependent audio–video based person identifica-
tion system described in [20] used speaker-dependent
speech recognizers to model each speaker, and SVM was
used for face recognition. The linear weighted summation
was used for combining the modalities. The performance
was evaluated for 25 authentic and 20 impostor subjects,
and method reported 1.63%, 2.57% and 0.15% EER for
speech, face and combined modalities, respectively. A
text-dependent acoustic-labial speaker verification system
described in [21] used HMM for acoustic and labial speak-
er verification. The shape of the lip contour and intensity
features (PCA) were used as visual speech features and lin-
ear prediction cepstral coefficients were used as acoustic
features. The weighted sum rule was used to combine the
modalities. The performance was evaluated for 37 subjects
in the M2VTS database [27]. The method reported a recog-
nition rate of 97.2%, 72.2% and 100.0% for speech, visual
speech and combined modalities.

A text-dependent audio-visual speaker recognition
method proposed in [22] used MFCC as acoustic features
and DCT of mouth region as visual speech features. The
speaker modeling was based on GMM and the weighted
rule was used for combining the modalities. The method
reported a recognition rate of 98.0%, 89.1% and 98.9%
for speech, visual speech and combined modalities.
Audio-visual speaker recognition system described in [23]
used MFCC and eigenspace of lip images for verification.
Bayesian classifier was used for combining the modalities.
The performance was evaluated for 31 subjects, and the
method reported an EER of 2.99%, 20.21% and 2.58%
for speech, visual speech and combined modalities.

1.2. Outline of the work

Most of the existing person authentication methods
assume the availability of cropped face images, and hence
the issues such as face and eye localization, size of the face,
face position in the image and its background, orientation
and pose of the face are not addressed. The method pro-
posed in this paper addresses these issues and it satisfies
the following requirements for a person authentication
technique:

(1) Invariant to size of the face, its position in the image
and its background.

(2) Invariant to orientation and pose of the face to some
extent.

(3) A subject can be enrolled into the system without
using the features of other subjects (discriminating
information is not used). Similarly, other subject
models or scores are not used for authentication.

(4) Able to authenticate the identity claim of a subject
within a reasonable time.

In this work, multiscale morphological erosion and dila-
tion operations [28] are used for extracting the facial and
visual speech features, respectively. The weighted linear
prediction cepstral coefficients (WLPCC) are used as
acoustic features. The distributions of the acoustic, facial
and visual speech features are captured using autoassocia-
tive neural network (AANN) models. The automatic per-
son authentication system described in this paper consists
of four modules: face tracking and localization, facial
and visual speech feature extraction, acoustic feature
extraction and autoassociative neural network (AANN)
model for authentication. Face tracking and localization



Fig. 1. Face tracking. (a) Difference image. (b) Face region.

Fig. 2. Face localization. (a) Accumulated difference image. (b) Face
region.
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is discussed in Section 2. Facial and visual speech feature
extraction methods are described in Section 3, and acoustic
feature extraction is explained in Section 4. Section 5
describes the AANN model used for person authentication.
Experimental results are given in Section 6. Section 7 con-
cludes the paper.

2. Face tracking and localization

Detecting faces automatically from the intensity or color
image is an essential task for many applications like person
authentication and video indexing [29]. We use a simple
method to track the face region using only the motion
information. In this method, the face region is estimated
from the upper head contour points which are extracted
from the thresholded difference image. The RGB image is
converted to gray level image Ik, and the interframe differ-
ence image Dk is obtained by

Dkði; jÞ ¼ jIkði; jÞ � Ikþ1ði; jÞj16 i6 w;16 j6 h;16 k 6 m

ð1Þ

where m is the number of frames in the video, w and h are
the width and height of the image, respectively. The thres-
holded difference image Tk is calculated using

T kði; jÞ ¼
1; if Dkði; jÞ > t

0; otherwise

�
ð2Þ

where t is the threshold, which is the smallest integer such
that Tk(i, j) = 0, for all i and j, whenever there is no moving
region in the camera view.

The thresholded difference image is scanned from top to
bottom to find out an approximate top center pixel (cx,cy)
of the moving region. The scanning process first computes
the top most line cy of the moving region and then it esti-
mate the cx. The head contour points from the pixel (cx,cy)
to the left ear are extracted by scanning the thresholded dif-
ference image from the pixel (cx,cy). The algorithm is given
in Table 1. Similarly, the head contour points from the pix-
el (cx,cy) to the right ear are extracted. The width of the
face (w1) is determined from the head contour points,
and the face region is estimated using w1 and (cx,cy).
Fig. 1(a) shows the thresholded difference image and
Fig. 1(b) shows the extracted head contour points and
the face region. This process is repeated for every two con-
secutive frames in order to track the face in the video. The
Table 1
Algorithm for extracting the contour points from top of the head to the
left ear

1. Let (cx,cy) be the approximate top most pixel of the moving region
2. a = cx, b = cy

3. If (Tk(a,b) Ææ 0) then a1 = a and b1 = b

4. a = a � 1
5. Repeat steps 3 and 4 until a1 � a 6 7 and a > 0
6. If (b1 = b) then (a1,b1) is contour point
7. a = a1, b = b + 1
8. Repeat steps 3–7 until b � b1 6 7 and b < image height
method tracks a single face, and it assumes that there is no
other moving region in the background.

In the case of Indian newsreaders, motion information
between successive frames during newsreading may not
be sufficient to track the face region. Hence, we use the
accumulated difference image to localize the face region.
The accumulated difference image (A) is given by

A ¼ T 1jT 2jT 3j � � � T m�1 ð3Þ
where ‘j’ denotes binary logical OR operation. The compu-
tation of (3) is expensive, and hence we use (4) for calculat-
ing the accumulated difference image

A ¼ T DtjT 2DtjT 3Dtj � � � T 9Dt ð4Þ
where Dt = m/10. The head contour points are extracted by
scanning the accumulated difference image and it is used to
estimate the face region. Fig. 2(a) shows the accumulated
difference image as given by (4), and Fig. 2(b) shows the
extracted head contour points and the face region.

3. Facial and visual speech feature extraction

One of the main issue in constructing an automatic per-
son authentication system is to extract the facial or visual
speech features that are invariant to the size of the face.
The face tracking/localization method gives only the
upright rectangular bounding box for the face region,
and hence the size of the face cannot be determined from
the bounding box. Size of the face can be determined if
the locations of two or more facial features are identified.
Among the facial features, eyes and mouth are the most
prominent features used for estimating the size and pose
of the face [30,31]. In this section, a method is proposed
for extracting the facial and visual speech features from
the face and mouth image, respectively. The facial features
are extracted relative to the locations of the eyes and the



Fig. 4. Construction of thresholded face image. The white blobs in (a),
(b), (c) are the low intensity, low red chrominance and high blue
chrominance regions when compared to the forehead region of the face,
respectively. (d) Thresholded face image.
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visual speech features are extracted relative to the locations
of the eyes and mouth.

3.1. Eye location estimation

Several techniques have been proposed in the literature
for estimating the locations of the eyes. Template-based
approach is commonly used for locating the eyes [32,33],
and the methods given in [30] and [31] use the gray-scale
morphological operations dilation and erosion [28]. In
[30] the morphological operations are applied on the image
to enhance the dark regions, and in [31] morphological
operations are used to emphasize brighter and darker
pixels in the luminance (Y) component around the eye
regions. In addition to luminance component the red and
blue chrominance (Cr and Cb) information is also used in
[31]. The YCrCb color space is obtained from RGB color
space using

Y ¼ 0:299Rþ 0:587Gþ 0:114B

Cr ¼ R� Y

Cb ¼ B� Y

8><
>: ð5Þ

where R, G and B are the red, green and blue components
of the color image, respectively. The RGB and YCrCb rep-
resentation of the face region is shown in Fig. 3. The Y, Cr

and Cb values are normalized to the range [0, 255]. The eye
regions have low intensity (Y), low red chrominance (Cr)
and high blue chrominance (Cb) when compared to the
forehead region of the face. Using this fact, the face region
is thresholded to obtain the thresholded face image U, giv-
en by

Uði; jÞ ¼
255; if Y ði; jÞ < k1 and Crði; jÞ < k2

and Cbði; jÞ > k3

Iði; jÞ; otherwise

8><
>: ð6Þ

where k1, k2 and k3 are the average Y, Cr and Cb values of
the pixels in the forehead region, respectively. The forehead
Fig. 3. RGB and YCrCb representation of the face region. (a) From left to ri
component of the face region.
region is estimated from w1 and (cx,cy). Fig. 4 shows the
construction of the thresholded face image. The white
blobs in Fig. 4(a–c) are the low intensity, low red chromi-
nance and high blue chrominance regions when compared
to the forehead region of the face, respectively. The thresh-
old face image is shown in Fig. 4(d). Morphological closing
operation is applied to the thresholded face image, and the
centroids of the blobs are estimated.

The relative positions of the centroids with respect to the
rectangular bounding box enclosing the face region and the
contrast information in the eyebrow region are used to
determine the locations of the eyes. The eyebrow (E) con-
trast information is obtained using
Eði; jÞ ¼
1; if Y ði; jÞP k1 and Y ði; jþ 1ÞP k1

and Y ði; jþ 2Þ < k1

0; otherwise

8><
>: ð7Þ
ght: Red, green and blue component of the face region. (b) Y, Cr and Cb



Fig. 5. Eye location estimation. (a) Centroids of the blobs. (b) Locations
of the eyes.
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Fig. 5(a) shows the centroids of the white blobs in the
thresholded face image, and Fig. 5(b) shows the locations
of the eyes.

3.2. Mouth center estimation

The mouth or lip image analysis has received consider-
able attention in the area of speech recognition and person
recognition. Mouth image segmentation is a necessary step
for visual speech feature extraction. Recent methods
[31,34–36] use color information to distinguish the lip
and nonlip regions in the face. The term lip image or lip
region refers to the lips, teeth, mustache and the interior
of the mouth. For face images with weak color contrast,
accurate and automatic extraction of inner and outer lip
boundary remains a challenging task. Different types of
facial hair in the mouth region complicates the lip contour
extraction or the lip contour itself may not be visible. In
this work, the mouth region is used for feature extraction
instead of the lip contour because of robustness and stabil-
ity. The mouth region is estimated from the locations of the
eyes and the center of the mouth. For estimating the mouth
center, we model the color distribution of the nonlip region
of the face using a Gaussian distribution as given by

P ðx; l;RÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞnjRj

p exp�
1
2ðx�lÞT R�1ðx�lÞ ð8Þ

where x is the feature vector, n is the dimension of the fea-
ture vector, l is the mean vector and R is the covariance
matrix. The nonlip regions are extracted relative to the
locations of the eyes as shown in Fig. 6(a). The Y, Cr

and Cb values (feature vector x) of the pixels in these re-
gions are used to estimate the parameters of the Gaussian
distribution. The Y, Cr and Cb values of the pixels in the
lip region may not fall into the distribution, and hence
a b

Fig. 6. Mouth center estimation. (a) Nonlip regions. (b) Detected lip
(8) is used to detect the pixels in the lip region. The detected
lip pixels are shown in Fig. 6(b). The distribution of Y, Cr

and Cb values of the nonlip and the detected lip pixels are
shown in Fig. 6(d). The center of the mouth is estimated
using the pixel coordinates of the detected lip pixels. The
estimated center of the mouth is shown in Fig. 6(c).

3.3. Facial feature extraction

Facial feature extraction is an interesting and challeng-
ing task. The facial features such as hair, face outline, eye-
brows, eyes and mouth plays an important role in
perceiving and remembering faces [1]. A cartoonist
extracts the required information from these features
and represent in terms of lines and arcs. These lines and
arcs correspond to the gradient or local extrema (minima
and maxima) in an image. The local maxima and minima
are the largest and smallest intensity values of an image
within some local neighborhood, respectively. The key
facial features such as hair, eyebrows, eyes, nostrils and
end points of lips are associated with local minima, and
shape of the lip contour and nose tip corresponds to local
maxima. The local maxima and minima can be extracted
using the gray scale morphological operations dilation
and erosion, respectively [28]. The morphological dynamic
link architecture (MDLA) method for face recognition
described in [37] uses multiscale morphological dilation
and erosion under the elastic graph matching frame work.
In our method, an elliptical rigid grid is placed over the
face region, and the multiscale morphological erosion is
used for feature extraction. Most of the key facial features
are associated with the local minima, and hence we use
only the erosion operation for facial feature extraction.
The elliptical grid is used instead of a rectangular grid
[37] in order to extract features only from the face region.
The face outline or contour can be captured using a rect-
angular grid which assumes that the training and testing
images have same background. The performance of the
person authentication technique must be invariant to the
position of the face in the image, and hence we use an
elliptical grid instead of a rectangular grid. The length
and the slope of the line connecting the eyes are used to
determine the size and orientation of the grid, respective-
ly. The elliptical grid consists of 73 nodes, and the posi-
tions of these nodes are determined relative to the
locations of the eyes. The multiscale morphological ero-
c d
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sion operation is applied at each grid node for extracting
the facial features as described below.

The multiscale morphological erosion operation is based
on the gray scale morphology, erosion. Let Z denote the set
of integer numbers. Given an image I : D � Z2 ! Z and a
structuring function Gr : Gr � Z2 ! Z at scale r, the ero-
sion of the image I by the structuring function Gr is denot-
ed as (I § Gr), and it is defined by

ðI � GrÞði; jÞ ¼ min
x;y
fIðiþ x; jþ yÞ � Grðx; yÞg ð9Þ

where �ma 6 x,y 6 mb, with 1 6 i 6 w, 1 6 j 6 h. The size
of the structuring function is decided by the parameters ma

and mb, and is given by (ma + mb + 1) · (ma + mb + 1).
The structuring functions such as flat, hemisphere, parabo-
loid are commonly used in morphological operations [28].
The flat structuring function Gr(x,y) = 0 is used in this
paper. For a flat structuring function the expression for
erosion reduces to

ðI � GrÞði; jÞ ¼ min
x;y
fIðiþ x; jþ yÞg ð10Þ

where �ma 6 x,y 6 mb. The erosion operation (10) is
applied at each grid node for r = 1,2, . . .,p to obtain p

facial feature vectors from the face image. The distance
between the eyes (d) is used to determine the parameters
ma, mb and p. The value ma = ºd/32ß + ºr/2ß, mb = ºd/32 +
0.5ß + º(r � 1/2)ß and p = 3 has been used in our experi-
ments. These parameters are chosen in such a way that
ma + mb + 1 for r = p is less than or equal to the minimal
distance between two nodes of the grid which depends on
the number of nodes in the grid. Fig. 8(a) shows the eroded
images for r = 1, 2 and 3. Fig. 8(b) shows the facial regions
used for extracting the feature vectors for r = 1, 2 and 3.
Each facial feature vector f = (f1, f2, . . ., f73) is normalized
to [�1,1] as follows:

yi ¼
2ðfi � fminÞ
ðfmax � fminÞ

� 1 ð11Þ
Fig. 7. Face region, locations of the e
where fmax and fmin are the maximum and minimum values
in the feature vector, respectively. The normalized facial
feature vector y = (y1,y2, . . .,y73) is less sensitive to varia-
tion in image brightness.

3.4. Visual speech feature extraction

The static nature of the visual speech or appearance of
the mouth image over a period of time characterizes an
individual to some extent. The shape of the lip contour
and shape of the mustache are the dominant visual speech
features in the mouth region. These features are associated
with local maxima because the lip, mustache and the inte-
rior of the mouth have low luminance (Y) than the nonlip
region. The local maxima can be extracted using the mor-
phological dilation [28]. For visual speech feature extrac-
tion, a rectangular grid consisting of 25 nodes is placed
over the mouth region. The positions of these nodes are
determined relative to the locations of the eyes and mouth.
The features are extracted at each grid node using the mul-
tiscale morphological dilation operation as described
below.

Given an image I : D � Z2 ! Z and a structuring func-
tion Gr : Gr � Z2 ! Z at scale r, the dilation of the image I
by the structuring function Gr is denoted as (I ¯ Gr), and it
is defined by

ðI � GrÞði; jÞ ¼ max
x;y
fIði� x; j� yÞ þ Grðx; yÞg ð12Þ

where �ma 6 x,y 6 mb, with 1 6 i 6 w, 1 6 j 6 h. For a
flat structuring function the dilation can be expressed as

ðI � GrÞði; jÞ ¼ max
x;y
fIði� x; j� yÞg ð13Þ

where �ma 6 x,y 6 mb. The dilation operation (13) is
applied at each grid node for r = 1,2, . . .,p to obtain p

visual speech feature vectors from the mouth image. The
distance between the eyes (d) is used to determine the
parameters ma, mb and p. The value ma = ºd/64 +
0.5ß + º(r � 1)/2ß, mb = ºd/64ß + ºr/2ß and p = 3 has been
yes and mouth for a few subjects.



Fig. 8. Facial feature extraction. (a) From left to right: Eroded images for r = 1, 2 and 3. (b) Facial regions used for extracting the feature vectors for
r = 1, 2 and 3.

Fig. 9. Visual feature extraction. (a) From left to right: Dilated images for r = 1, 2 and 3. (b) Visual regions used for extracting the feature vectors for
r = 1, 2 and 3.
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used in our experiments. Fig. 9(a) shows the dilated images
for r = 1, 2 and 3. Fig. 9(b) shows the visual regions used
for extracting the feature vectors for r = 1, 2 and 3. Each
visual speech feature vector is normalized to [�1,1], and
the normalized visual speech feature vector is less sensitive
to variation in the image brightness.
4. Acoustic feature extraction

Acoustic features representing the speaker information
can be extracted from the speech signal at the segmental
level. The segmental features are the features extracted
from short (10–30 ms) segments of the speech signal. Some
of the segmental features are linear prediction cepstral
coefficients and mel frequency cepstral coefficients [3].
These features represent the short-time spectrum of the
speech signal. The short-time spectrum envelope of the
speech signal is attributed primarily to the shape of
the vocal tract. The spectral information of the same sound
uttered by two persons may differ due to change in the
shape of the individual’s vocal tract system, and the man-
ner of speech production.

The differenced speech signal is divided into frames of
20 ms, with a shift of 5 ms. A 14th order linear prediction
(LP) analysis is used to capture the properties of the signal
spectrum. The recursive relation between the predictor
coefficients and cepstral coefficients is used to convert the
14 LP coefficients into 19 LP cepstral coefficients. The LP
cepstral coefficients for each frame are linearly weighted
to get the weighted linear prediction cepstral coefficients.
A 19 dimensional WLPCC for each frame is used as a fea-
ture vector.
5. Autoassociative neural network model for person

authentication

Autoassociative neural network models are feedforward
neural networks performing an identity mapping of the
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Fig. 10. A five layer AANN model.
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input space, and are used to capture the distribution of the
input data [38]. The distribution capturing ability of the
AANN model is described in this section. Let us consider
the five layer AANN model shown in Fig. 10, which has
three hidden layers. The processing units in the first and
third hidden layer are nonlinear, and the units in the sec-
ond compression/hidden layer can be linear or nonlinear.
As the error between the actual and the desired output vec-
tors is minimized, the cluster of points in the input space
determines the shape of the hypersurface obtained by the
projection onto the lower dimensional space. Fig. 11(b)
shows the space spanned by the one dimensional compres-
sion layer for the 2 dimensional data shown in Fig. 11(a)
for the network structure 2L 10N 1N 10N 2L, where L

denotes a linear unit and N denotes a nonlinear unit. The
integer value indicates the number of units used in that
layer. The nonlinear output function for each unit is
tanh(s), where s is the activation value of the unit. The net-
work is trained using backpropagation algorithm [39]. The
solid lines shown in Fig. 11(b) indicate mapping of the giv-
en input points due to the one dimensional compression
layer. Thus, one can say that the AANN captures the dis-
tribution of the input data depending on the constraints
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Fig. 11. Distribution capturing ability of AANN model. From [38]. (a) Artific
the structure 2L 10N 1N 10N 2L. (c) Probability surfaces realized by the netw
imposed by the structure of the network, just as the number
of mixtures and Gaussian functions do in the case of
Gaussian mixture models (GMM) [38].

In order to visualize the distribution better, one can plot
the error for each input data point in the form of some
probability surface as shown in Fig. 11(c). The error ei

for the data point i in the input space is plotted as
pi = exp�(ei/a), where a is a constant. Note that pi is not
strictly a probability density function, but we call the
resulting surface as probability surface. The plot of the
probability surface shows a large amplitude for smaller
error ei, indicating better match of the network for that
data point. The constraints imposed by the network can
be seen by the shape the error surface takes in both the
cases. One can use the probability surface to study the
characteristics of the distribution of the input data cap-
tured by the network. Ideally, one would like to achieve
the best probability surface, best defined in terms of some
measure corresponding to a low average error.

In this work, a five layer autoassociative neural network
model as shown in Fig. 10 is used to capture the distribu-
tion of the feature vectors. The second and fourth layers
of the network have more units than the input layer. The
third layer has fewer units than the first or fifth. The acti-
vation functions at the second, third and fourth layer are
nonlinear. The structures of the AANN models used in
our study are 19L 38N 4N 38N 19L, 73L 90N 30N 90N

73L and 25L 40N 10N 40N 25L for capturing the distribu-
tion of acoustic, facial and visual speech features of a sub-
ject, respectively. The standard backpropagation learning
algorithm is used to adjust the weights of the network to
minimize the mean square error for each feature vector.
6. Experimental results

Performance of the person authentication system is eval-
uated using Indian TV broadcast news data (Sun Network:
Sun TV and Sun News) for 50 subjects, 32 females and 18
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ial 2 dimensional data. (b) Two dimensional output of AANN model with
ork structure 2L 10N 1N 10N 2L.



Table 2
Person recognition results (single modality)

Speech Face Visual speech

Recognition rate (%) 90.0 96.0 88.0
Equal error rate (%) 9.2 2.5 8.1

Table 3
Person recognition results (combined modalities)

Speech + face Speech + visual
speech

Speech + face + visual
speech

Recognition
rate (%)

100.0 94.0 100.0

Equal error
rate (%)

1.5 5.6 0.45
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males. For enrolling (training) a subject, an AVI file of 60 s
(4 clips, each of 15 s) duration at 12 fps is recorded with a
resolution of 320 · 240. The speech signal is recorded at
8000 samples per second. During newsreading, the back-
ground around the newsreader is almost constant accom-
panied by a small motion of the reader in the
foreground. Hence, the accumulated difference image is
used to estimate the face region as described in Section 2.
If there is a significant head movement during newsreading
then the thresholded difference image (T) can be used to
track the face region. The face localization method is com-
putationally efficient and it is not sensitive to the size of the
face, lighting conditions and facial expressions. The
method assumes that there is no other moving object in
the background. The locations of the eyes and mouth are
estimated as described in Section 3. The method can detect
the locations of the eyes in the presence of eye glasses as
long as the eye regions are visible. Fig. 7 shows the face
region, locations of the eyes and mouth for a few subjects.

The morphological erosion (dilation) is applied on the
face (mouth) image for three different scales (p = 3) and
the facial (visual speech) feature vectors are extracted for
300 face images as described in Section 3. The distance
between the eyes varied from 24 to 33 pixels and hence
the value of p = 3 is used in our experiments. The acoustic
features are extracted as described in Section 4. The distri-
bution of acoustic, facial and visual speech feature vectors
are captured using AANN models. The extracted acoustic
feature vectors are given as input to the AANN model 19L

38N 4N 38N 19L, and the network is trained for 100 epochs
as described in Section 5 for capturing the distribution. The
normalized 900 facial feature vectors are given as input to
the AANN model 73L 90N 30N 90N 73L and the network
is trained for 200 epochs. Similarly the distribution of the
900 visual speech feature vectors is captured using an
AANN model 25L 40N 10N 40N 25L, and the network
is trained for 50 epochs. One epoch of training is a single
presentation of all the training vectors to the network.
The training takes about 3 min on a PC with 2.3 GHz
CPU. The network structures are chosen based on empiri-
cal studies.

For evaluating the performance of the system, an AVI
file of 10 s duration at 12 fps is recorded, one month after
collecting the training data. Most of the video-based face
recognition and audio–video based person recognition
methods described in the literature reports identification
performance. This paper deals with authentication rather
than identification. But, for the purpose of performance
comparison, the identification performance is also evaluat-
ed. For identification, the feature vector is given as input to
each of the model. The output of the model is compared
with the input to compute the normalized squared error.
The normalized squared error (e) for the feature vector y
is given by, e ¼ ky�ok2

kyk2 , where o is the output vector given
by the model. The error (e) is transformed into a confidence
score (c) using c = exp(�e). The average confidence score is
calculated for each model. The identity of the subject is
decided based on the highest confidence score. The identi-
fication performance is measured in terms of recognition
rate. For authentication, the feature vector is given as input
to the claimant model and the confidence score is calculat-
ed. The claim is accepted if the confidence score is greater
than a threshold, otherwise the claim is rejected. In the
database of 50 subjects, there are 50 authentic claims and
49 · 50 impostor claims. The authentication performance
is measured in terms of equal error rate (EER), where the
false acceptance rate (FAR) and false rejection rate
(FRR) are equal. The EER can be found for each subject
(person-specific threshold) or considering all the subjects
together (person-independent threshold). In our experi-
ments, the EER is obtained by employing person-indepen-
dent thresholds.

The identification and authentication performance of
the system is evaluated for the single and combined modal-
ities. Performance of the system for single modality is given
in Table 2. The EERs are calculated using the unnormal-
ized confidence scores. Score normalization methods such
as Z-norm, T-norm and ZT-norm are commonly used for
estimating EER in speaker verification studies [3]. The con-
fidence scores from speech, face and visual speech modali-
ties are combined using (14) to obtain the multimodal
confidence score (cm).

cm ¼ 1

m

Xm

i¼1

wf cf
i þ wvð1� wfÞcv

i þ ð1� wfÞð1� wvÞca
i ð14Þ

where ca
i , cf

i and cv
i are the acoustic, facial and visual speech

confidence scores for the ith video frame, respectively. The
weight for each of the modality is decided by the parame-
ters wf and wvf. In our experiment the modalities are com-
bined in three ways: (1) wf = 0.5, wvf = 0 (speech and face),
(2) wf = 0, wvf = 0.5 (speech and visual speech) and (3)
wf = 0.5, wvf = 0.5 (speech, face and visual speech). The
values of the parameters wf and wvf are chosen such that
the system gives optimal performance in terms of EER
for the combined modalities. The performance of the sys-
tem for the combined modalities are given in Table 3.
The proposed system achieves about 0.45% EER for 50
subjects using speech, face and visual speech modalities.



Fig. 12. Snapshot of the audio–video based person recognition system.
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Performance of the proposed text-independent person
authentication method is comparable or better than the
existing person identification or authentication methods
discussed in Section 1.1. Most of the existing person
authentication methods use other subject models or scores
in order to accept or reject the identity claim of a subject
(i.e., authentication in terms of identification). In this
method, only the claimant model is used for authentica-
tion. Fig. 12 shows a snapshot of the audio–video based
person recognition system. The system estimates the face
region, locations of the eyes and mouth, extracts the acous-
tic, facial and visual speech features and calculates the mul-
Fig. 13. Real time facial feature extraction. (a) Difference image. (b)
Contour points and the face region. (c) Thresholded face image. (d) Facial
regions used for extracting the feature vector for r = 2.
timodal confidence score at about 6 frames/s on a PC with
2.3 GHz CPU.

The performance of the method using only facial features
is also evaluated in real time in the laboratory environment
for 50 subjects using a camera with a resolution of
160 · 120. In real time person authentication and identifica-
tion, we use the thresholded difference image (T) instead of
accumulated difference image for estimating the face region
as described in Section 2. For enrolling a subject, the facial
features are extracted as described in Section 3 for 300 face
images with variations in size, orientation and pose of the
face. The distribution of the facial feature vectors is captured
Fig. 14. Real time facial feature extraction for varying size, orientation
and background.



Fig. 15. Snapshot of the real time person recognition system.
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using an AANN model with the structure 73L 90N 30N 90N

73L, and the network is trained for 200 epochs. The real time
facial feature extraction is shown in Fig. 13.

For identification, 20 facial feature vectors are extract-
ed in real time, and the average confidence score is cal-
culated for each model. The identity of the subject is
decided based on the highest confidence score. For
authentication, the average confidence score is calculated
from the claimant model for 20 facial feature vectors.
The claim is accepted if the confidence score is greater
than a threshold. The system achieves about 98.0% rec-
ognition rate and an EER of about 5.0%. The lighting
conditions in the laboratory are not controlled, and
hence there is a slight increase in the EER. However,
there is no major change in the recognition performance,
because the highest confidence score is used to decide the
identity.

Fig. 14 shows the real time facial feature extraction for
varying size, orientation and background. Fig. 15 shows
the snapshot of the real time person recognition system.
The person recognition system tracks the face, estimates
the locations of the eyes, extracts the facial features and
calculates the confidence score in real time at about 9
frames/s on a PC with 2.3 GHz CPU. The performance
of the authentication system must be invariant to size of
the face, background, orientation and pose of the face,
and lighting conditions, in order to use it for commercial
applications. The proposed method is not sensitive to the
size of the face, its position in the image and its back-
ground, and orientation of the face. It is also not sensitive
to the pose of the face as long as the eye regions are visible.
The method is less sensitive to variation in the image
brightness. However, the method is sensitive to shadows,
variation in lighting conditions and profile view of the face.
7. Conclusion

In this paper, we have proposed an automatic multi-
modal person authentication system using speech, face
and visual speech modalities. The acoustic features are rep-
resented by WLPCC and the facial and visual speech fea-
tures are extracted using the multiscale morphological
operations. The distribution capturing ability of the auto-
associative neural network models was exploited to capture
the distribution of feature vectors describing each of the
biometric modalities such as speech, face and visual speech.
The method is invariant to size of the face, its position in
the image and its background. The face localization and
feature extraction techniques are computationally efficient,
and the system test the identity claim of a subject within a
reasonable time.
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