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Abstract—Human faces are similar in structure with minor differences from person to person. These minor differences may average out while trying to synthesize the face image of a given person, or while building a model of face image in automatic face recognition. In this paper, we propose a template-matching approach for face verification, which neither synthesizes the face image nor builds a model of the face image. Template matching is performed using an edginess-based representation of the face image. The edginess-based representation of face images is computed using 1-D processing of images. An approach is proposed based on autoassociative neural network models to verify the identity of a person. The issues of pose and illumination in face verification are addressed.

Index Terms—Autoassociative neural network (AANN), face verification, 1-D image processing.

I. INTRODUCTION

The objective of the face verification task is to accept or reject the identity claim of the person using his or her face image [1]. The issues involved in this task can be categorized into two classes, namely, 1) interclass variation and 2) intraclass variation. The interclass variation refers to the differences in the face images of two people, which are due to uniqueness of the features present in the face image of each person. The intraclass variation refers to the differences in the face images of a given person under varying conditions of pose, illumination, and expressions [1].

Template matching is one of the approaches proposed in the literature to address the issue of interclass variation [2], because it takes the unique information of a person’s face image into account. But this approach has the drawback that it gives poor performance under intraclass variation [3]. The problem of intraclass variation can be overcome using an approach which synthesizes a 3-D model of the face image from a given sample [4]–[8]. But the synthesis of face image may result in some artifacts and some loss of the unique information. Thus, the synthesis-based approach may degrade the performance of the face verification system. Another way to address the issue of intraclass variation is to consider several reference face images which capture variations in the face images, such as different poses or due to different lighting conditions. These reference face images can be used to build a model for that person’s face image. The model is used to verify the identity of a test face image. Such methods are discussed in [9]–[14]. In these cases, the model may average out some of the information that is unique for that person.

In this paper, we propose a template-matching-based approach, which neither synthesizes the face image nor derives a model for the person’s face. We use reference face images (at different poses or at different lighting conditions) separately for template matching. The template matching is performed using an edginess-based representation of a face image [15]. The scores obtained by template matching with different reference images are combined in a selective way. The combined scores are used for verification by using the autoassociative-neural-network (AANN) model-based classifier.

The performance of the proposed approach is evaluated on the FacePix database collected at Arizona State University [16], [17]. The FacePix database consists of 30 people, each having two sets of face images: A set with pose-angle variation, and a set with illumination angle variation. The set with pose-angle variations has 181 images (representing angles from $-90^\circ$ to $90^\circ$ at $1^\circ$ interval). In this paper, we denote these images by $I^1, \ldots, I^{181}$. The illumination set is captured with the subject looking directly into the camera while the light source is moved around the subject. The light source moves at a $1^\circ$ interval from $-90^\circ$ to $90^\circ$. These images are denoted by $E^1, \ldots, E^{181}$. Some of the face images of a person are shown in Fig. 1. In our experiments, the size of the face images is rescaled to $30 \times 30$ pixels.

The organization of this paper is as follows. Section II explains the template matching using the edginess-based representation of a face image. The scores obtained by matching several templates are combined in a selective way as explained in Section III. An approach is proposed in Section IV to classify the combined scores using AANN models. Experimental results are discussed in Section V, and a summary of the work is given in Section VI.

Fig. 1. Face images of a person with (a) pose variation and (b) illumination variation.
II. Template Matching

Template matching is performed using a correlation-based technique. The correlation between the reference face image \( r(x, y) \) and test face image \( i(x, y) \) is computed as follows:

\[
c(\tau_x, \tau_y) = \int \int i(x, y) r(x + \tau_x, y + \tau_y) dx dy = \int \int I^*(u, v)R(u, v)\exp(j2\pi(u\tau_x + v\tau_y)) du dv
\]  

(1)

where \( I(u, v) \) and \( R(u, v) \) are the Fourier transforms of \( i(x, y) \) and \( r(x, y) \), respectively, and \( \circ \) denotes the correlation operator. The correlation output \( c(\tau_x, \tau_y) \) should have a high value at the origin, when the test and reference face images are similar. On the other hand, if the test and reference face images are not similar, then the correlation output should have a relatively low value even at the origin. Here, the origin refers to the center of the correlation output. The relative heights of the values at the origin determine whether the test and reference face images are similar. The correlation output can be quantified using the peak-to-sidelobe ratio (PSR) measure, discussed in [18]. The PSR measures the sharpness of the highest peak in the correlation output. For similar face images, the peak will be sharp and high relative to the values in the neighborhood. Otherwise, the peak will be low and blunt.

A. Template Matching Using Edginess-Based Representation

Cognitive psychological studies [19], [20] indicate that human beings recognize the line sketches as quickly, and almost as accurately, as the gray-level images. This might imply that edge images of faces could be used for face recognition to achieve similar accuracy as the gray-level images. An advantage of the edge map is that it is less sensitive to illumination [21], [22]. Computation of the edge map requires thresholding of the edge gradient values. Since the selection of a threshold value is crucial in deriving the edge map, spurious edges may show up in the edge map for low threshold values. On the other hand, a high threshold value may remove significant edges. Therefore, a continuous edge gradient representation [23] is used in this paper and the edge gradient is computed using 1-D processing of images [24].

In the 1-D processing of a given image, the smoothing operator is applied along one direction, and the derivative operator is applied along the orthogonal direction. By repeating this procedure of smoothing followed by differential operation along two orthogonal directions, two edge gradients are obtained, which together can be used to represent the intensity gradient of the image. Let \( \partial \theta \) be the edge gradient obtained by applying the derivative operator along the \( \theta \) direction with respect to the horizontal scan line. Fig. 2 shows the gradient maps obtained along different directions. It shows that the edge gradients for different values of \( \theta \) give different information about the same face image. However, the edge gradient representation cannot be used directly for correlation matching because of sparsity [23]. The sparsity issue can be overcome to some extent using the potential field representation discussed in [23]. Let \( u_0 \) be the potential field derived from the edge gradient \( \partial \theta \). The potential fields obtained for different directions are shown in Fig. 3. Although the edges appear smeared in the potential field representation, it may still improve the correlation between the face images of the same person, even if there is some deviation in the edge contours of the two images. The edge gradients \( \partial \theta \) for different directions \( \theta \) give different information about the face image. Hence, we have performed template matching between partial evidence \( u_0 \) of the given test and reference face images. Let \( \omega_0 \) be the correlation output for the partial evidence along the \( \theta \) direction. The correlation output is used to compute the PSR \( P_{\omega_0} \). Ideally, the \( P_{\omega_0} \) should be high if the given test face image is similar to the reference image.

In our experiment, we have computed the partial evidence \( u_0 \) along four directions \( \theta = 0^\circ, 45^\circ, 90^\circ, \) and \( 180^\circ \). For a given test face image, a four-dimensional feature vector (four PSR values) is obtained. Fig. 4(a) shows the scatter plot obtained from the PSR vectors of the true class and false class face image for a person using pose variation set. For visualization, we show the plot using three \((\theta = 0^\circ, 45^\circ, 90^\circ)\) of the four dimensions. In this example, we have used \( I^1 \) as a reference face image of a person. The remaining 180 face images of the given person form examples of the true class image, and the corresponding PSR values are denoted by diamond (\( \diamond \)) symbol in the plot. For the false class, \( 29 \times 181 = 5,249 \) face images are available, and the corresponding PSR values are shown by point (\( \cdot \)) symbol in the scatter plot. Although the separation between the true and false class face images is not decisive, one can observe from the plot that high scores are given by the face images \( I^2, I^3, I^4, I^5, \) and \( I^6 \) of the true class. These face images have pose that is close to the pose of the reference face image. One can also see that none of the face images of the false class gives high scores. It means that the chances of matching face images of two different people even with the same pose are less. Similar observations can be made from the scatter plot shown in Fig. 4(b), which is obtained using \( I^6 \) as the reference face image. The behavior of the scatter plots is utilized to develop a method for face verification.
III. COMBINING SCORES FROM DIFFERENT TEMPLATES

One can conclude from the previous section that if a test face image of the true class has a pose that lies in the neighborhood poses of the two reference face images, then the test image will give high scores with respect to both reference face images. It is better to combine these scores rather than use them separately for making a decision. One way to combine the scores is as follows. Let $P_{\theta_{0}}^{i,1,m}$ be the similarity score (PSR) obtained when the potential field representation along the $\theta$ direction of the test face image $I'$ is correlated with the corresponding representation of the reference image $I$. The combined similarity score for two reference images $I'$ and $I''$ is given by

$$P_{\theta_{0}}^{t,1,m} = \left[ \frac{1}{2} \left( P_{\theta_{0}}^{i,1,m} + P_{\theta_{0}}^{i',1,m} \right) \right]^{\frac{1}{n}}$$

where the parameter $n$ decides the weights associated with the scores. For $n \leq 1$, $\min\{P_{\theta_{0}}^{i,1,m}, P_{\theta_{0}}^{i',1,m}\} \leq P_{\theta_{0}}^{t,1,m} \leq \frac{P_{\theta_{0}}^{i,1,m} + P_{\theta_{0}}^{i',1,m}}{2}$, and for $n \geq 1$, $(P_{\theta_{0}}^{i,1,m} + P_{\theta_{0}}^{i',1,m})/2 \leq P_{\theta_{0}}^{t,1,m} \leq \max\{P_{\theta_{0}}^{i,1,m}, P_{\theta_{0}}^{i',1,m}\}$. A low value of $n$ is suitable for false class, and a high value of $n$ is for true class. One has to choose a value of $n$ to enhance the separation between the true and false classes. We have found empirically that $n = 3$ is a good choice. Fig. 5 illustrates the effect of $n$ on the PSR vectors in the scatter plots. The scatter plots in the Fig. 5(a) and (b) are the same as shown in Fig. 4(a) and (b), but with a different view angle. In this example, we have shown the scores from the true-class face images $I'$ for $2 \leq t \leq 45$. Fig. 5(c)-(f) are the scatter plots obtained after combining the PSR scores in Fig. 5(a) and (b) using (2), for $n = 0.4, 1, 3,$ and 5, respectively. One can see that as $n$ increases, the points due to true and false classes move away from the origin. Similarly, we can also combine the scores obtained from other reference face images of adjacent poses.

IV. CLASSIFICATION USING AANN MODELS

The next task is to classify a given test face image using the feature vectors consisting of the combined score $P_{\theta_{0}}^{t,1,m}$ for the four different values of $\theta$. One can employ a classifier based on a multilayer-perceptron (MLP) [25] neural network model or a support vector machine (SVM) [26]. But these models require samples from both the true and false classes. Though we can have a large number of false class images for a given person, we may not have that many face images of the true class. This problem can be overcome by using an approach for classification based on the AANN model. There are two reasons for adopting this approach. First, one can generate many face images of the false class for a given person. Second, the feature points due to the false class are more clustered compared to the feature points due to the true class in the scatter plots. The distribution of these clustered points of the false class can be modeled using the distribution capturing ability of an AANN [27] model. The distribution of points due to the false class could be different for different reference face images. Hence, separate AANN models are used for each reference face image. The AANN model is used for accepting or rejecting a claim. When a test face image belonging to the true class is given to the AANN model, the resulting score vector does not fall into the cluster of points belonging to the false class. Thus, using a suitable threshold for the output of the AANN model, a decision can be made to accept or reject the claim of the test input.

V. EXPERIMENTAL RESULTS

Face verification experiments were performed using a set of face images with pose variation and a set of face images with illumination variation separately. The results on the pose variation set are explained first. The block diagram of the training phase is shown in Fig. 6. In
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image, the potential field representation \( u_p \) is computed along the four
directions \((\theta = 0^\circ, 45^\circ, 90^\circ, \text{ and } 135^\circ)\). The correlation output of each
representation with the corresponding representation of each reference
face image is used to compute the similarity score (PSR). Five sets of four-dimensional feature vectors (four PSR values) are
obtained for each image from the false class. The scores obtained from
two reference face images with adjacent poses are combined using
(2), as shown in Fig. 6(a). The combined scores are presented to an
AANN model for training. Let \( \text{AANN}^{1,46} \) denote the AANN model
trained with the combined similarity scores \((P_{\phi}^{1,1,46})\) obtained using
the reference face images \( I^1 \) and \( I^{46} \). The structure of the AANN
model is \( 4L8N2N8N4L \), where \( L \) refers to a linear unit, and \( N \)
refers to a nonlinear unit. The AANN model is trained using the back-
propagation algorithm for about 3000 epochs. Similarly, the models
\( \text{AANN}^{16,38}, \text{AANN}^{91,136}, \text{and AANN}^{136,181} \) are obtained for the
same false-class face images. The block diagram for the testing phase
of the face verification system is shown in Fig. 6(b). For a given test face
image, the potential field representation \( u_p \) is computed along the four
directions \((\theta = 0^\circ, 45^\circ, 90^\circ, \text{ and } 135^\circ)\). The correlation output of each
representation with the corresponding representation of each reference
face image of the claimed identity is computed. The scores are combined
as in the training phase, and are presented to the AANN models as
shown in Fig. 6(b). The combined similarity score (4-D feature vector)
is used to compute the error in associating the vector with each AANN
model corresponding to the reference face images. If the error is above
a threshold in any one of the AANN models, the claim is accepted.
Note that the threshold value for each AANN model is different. The
false acceptance ratio (FAR) and false rejection ratio (FRR) are two
error metrics that are used to evaluate the face verification system.
The tradeoff between FAR and FRR is a function of the decision threshold.
The equal error rate (EER) is the value for which the error rates FAR
and FRR are equal. The computation of EER for a single person is as
follows: Note that \( I^1, I^{46}, I^{91}, \text{ and } I^{181} \) are used as reference
face images. The remaining \( 176 = (181 - 5) \) face images form the
examples of the true class. For false class, \( 5249 = (29 \times 181) \) face
images are available. Out of these, 2900 face images are used to train the
models \( \text{AANN}^{1,46}, \text{AANN}^{16,38}, \text{AANN}^{91,136}, \text{and AANN}^{136,181} \).
The remaining 2349 = (5249 - 2900) false class face images are used
for testing. The true class samples for each AANN model consist of
the true class face images with poses in a specific range. For example,
for the model \( \text{AANN}^{1,46} \), the true class samples are the images in the
range \( I^1 \) to \( I^{46} \). By varying the threshold value of the \( \text{AANN}^{1,46} \), the
receiver operating characteristics (ROC) curve is obtained as shown
in Fig. 7. The ROC characteristics show that the FAR curve is steep,
indicating that the corresponding combined PSR values are clustered
around low values. On the other hand, the FRR curve is slowly varying,
indicating that the corresponding PSR values are scattered more. The
intersecting point of the FAR and FRR curve gives the EER for this
model. Likewise, the EERs for the other AANN models are computed,
and the average of EER is obtained for that person. The experiment
is repeated by building the verification model for each person, and
the corresponding value of EER is used as a measure of performance.
The average EERs obtained for the pose variation set of the FacePix
database [16, 17] for one, three, and five reference templates cases are
51%, 34.55%, and 14.17%, respectively. Likewise, the average EERs
obtained for the illumination variation set of the FacePix database [16,
17] for one, three, and five reference templates are 33%, 16.24%, and
3.5%, respectively. For the pose subset of the CMU, pose, illumination,
and expression (PIE) database [28], an average EER of 43.40% was
obtained using single reference templates.

For a comparison of results with other studies on these databases,
an identification system was developed using the verification models.

![Block diagram of face verification system for (a) training phase and (b) testing phase.](image1)

![ROC curves for a person using AANN^{1+46}.](image2)
TABLE I
AVERAGE RECOGNITION RATE (IN %) FOR DIFFERENT SETS OF REFERENCE FACE IMAGES UNDER POSE VARIATIONS

<table>
<thead>
<tr>
<th>Set of reference face images</th>
<th>$I^{91}$</th>
<th>$I^{1}, I^{91}$, and $I^{181}$</th>
<th>$I^{1}, I^{46}, I^{91}, I^{136}$, and $I^{181}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>20.74</td>
<td>50.53</td>
<td>71.66</td>
</tr>
<tr>
<td>LDA</td>
<td>20.70</td>
<td>56.92</td>
<td>78.67</td>
</tr>
<tr>
<td>HMM</td>
<td>31.68</td>
<td>41.27</td>
<td>63.50</td>
</tr>
<tr>
<td>BIC</td>
<td>18.42</td>
<td>45.19</td>
<td>69.47</td>
</tr>
<tr>
<td>Proposed approach</td>
<td><strong>46.19</strong></td>
<td><strong>74.39</strong></td>
<td><strong>92.23</strong></td>
</tr>
</tbody>
</table>

TABLE II
AVERAGE RECOGNITION RATE (IN %) FOR DIFFERENT SETS OF REFERENCE FACE IMAGES UNDER ILLUMINATION VARIATIONS

<table>
<thead>
<tr>
<th>Set of reference face images</th>
<th>$L^{91}$</th>
<th>$L^{1}, L^{91}$, and $L^{181}$</th>
<th>$L^{1}, L^{46}, L^{91}, L^{136}$, and $L^{181}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>48.84</td>
<td>71.71</td>
<td>90.33</td>
</tr>
<tr>
<td>LDA</td>
<td>53.04</td>
<td>79.52</td>
<td>94.92</td>
</tr>
<tr>
<td>HMM</td>
<td>19.26</td>
<td>37.38</td>
<td>59.37</td>
</tr>
<tr>
<td>BIC</td>
<td>49.80</td>
<td>79.10</td>
<td>93.54</td>
</tr>
<tr>
<td>Proposed approach</td>
<td><strong>81.43</strong></td>
<td><strong>94.32</strong></td>
<td><strong>99.72</strong></td>
</tr>
</tbody>
</table>

TABLE III
AVERAGE RECOGNITION RATE (IN %) ON PIE DATABASE USING A SINGLE FACE IMAGE FOR TRAINING

<table>
<thead>
<tr>
<th></th>
<th>Eigenfaces</th>
<th>Facelt</th>
<th>Eigen Light-Fields</th>
<th>Proposed approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average recognition</td>
<td>16.6</td>
<td>24.3</td>
<td>52.5</td>
<td><strong>57.3</strong></td>
</tr>
</tbody>
</table>

The identification is accomplished by verification on a closed set of test samples. We call the set of all test samples accepted by any of the verification models as the closed set data. The percentage identification for this set is compared with the identification results by other methods reported in the literature [16]. Table I shows the performance of the identification system in comparison with other systems for different sets of reference images. The proposed method seems to perform better than the existing methods. The reason could be that the proposed method may be preserving some unique information of a person’s face image for a given pose.

The experiments were repeated with the set of images corresponding to the variation of illumination angle in the FacePix database. The performance for these cases is shown in Table II along with the performance figures using some of the existing methods [16]. The proposed system seems to work better even for different lighting conditions. The results in Tables I and II show that it may be better to use reference face images separately, rather than building a single model from them.

The proposed approach is also evaluated for the pose subset of the CMU PIE database [28]. The average recognition rate using one reference template is shown in Table III along with the performance obtained using some existing methods [29]. The results show that the proposed method performs better than the existing methods. The performance can be improved further by increasing the number of reference templates. But selection of the reference template is crucial. When three reference templates (frontal view, left profile, and right profile) are used, the average recognition rate increases to 74.69%.

VI. SUMMARY

We have proposed a method to address the pose and illumination problem in face verification. The method uses the given reference face images separately for template matching instead of building a single model, or synthesizing a face image. The template matching is performed using a correlation of images represented by the edge gradient. The edge gradient representation was derived using 1-D processing of images, to derive multiple (partial) evidences for a given image. A method was proposed to combine the scores obtained for different face images. The combined scores were used to verify the identity claim of a person using an AANN model. The AANN model is used to capture the distribution of the false class images and, hence, does not require many reference images of the true class. Experimental results show that the proposed method is a promising alternative to other methods for dealing with the problem of pose and illumination for face verification.
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