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Abstract

To capture local and global constraints in a language, sta-
tistical n-grams are used in combination with multi-span
language models for improved language modelling. Use
of latent semantic analysis (LSA) to capture the global
semantic constraints and bigram models to capture lo-
cal constraints, is shown to reduce the perplexity of the
model. In this paper we propose a method in which the
multi-span LSA language model can be developed based
on the speech signal. Reference pattern vectors are de-
rived from the speech signal for each word in the vocabu-
lary. Based on the normalised distance between the refer-
ence word pattern vector and the pattern vector of a word
in the training data, the LSA model is developed. We
show that this model in combination with a standard bi-
gram model performs better than the conventional bigram
+ LSA model. The results are demonstrated for a limited
vocabulary on a database for the Indian language, Tamil.

1. Introduction

In every language there exist dependencies in the usage of
words which could be syntactic, semantic or pragmatic.
Local level constraints are captured by means of statisti-
cal n-gram models. V-gram models are unable to predict
long range dependencies as this requires a large value of
n, making the parameter estimates of the model unreli-
able due to the limited training data available. To model
long range dependencies, equivalence classes on the n-
gram history [1] and structured language models [2] are
useful for limited domains. In less constrained domains
they are not as useful. Trigger based language models [3]
are also potential ways in which long range dependencies
can be captured. But trigger pair selection is a complex
task, with different pairs displaying different behaviors.
Use of latent semantic analysis to capture long range de-
pendencies has been shown to be effective. In combina-
tion with n-gram models it results in a substantial reduc-
tion in perplexity [4][5]. In conventional language mod-
els no knowledge of the language is used. The data being
modelled could as well be a sequence of arbitrary sym-
bols. It is essential to use knowledge sources available to

enhance the performance of the statistical language mod-
els.

One application of statistical language models is in
speech recognition. The use of speech knowledge, prosodic
constraints, large span semantic and local syntactic con-
straints, when integrated with the speech recogniser would
improve the performance of the recogniser. In this paper
we propose a method in which the semantic constraints
in terms of the co-occurrence of words in a document
are captured indirectly from the speech signal in the la-
tent semantic analysis (LSA) framework. We show that
the speech enhanced LSA language model performs bet-
ter than the n-gram and the hybrid n-gram + LSA model.
The reduction in perplexity for a test set is used to mea-
sure the performance of the model.

The paper is organised as follows, the next section
briefly illustrates the technique of LSA. Section 3 de-
scribes the development of the speech enhanced multi-
span language model. In Section 4 the database used is
described. Section 5 details the evaluation of the model,
followed by discussion of the results in Section 6. We
summarise the study in Section 7.

2. Latent semantic analysis

A brief overview of related work on LSA relevant to this
study as described in [4][5][6] is presented here. LSA is
an algebraic technique that can be used to infer the rela-
tionship among words by means of the co-occurrence of
the words in identical contexts. Given a set of N docu-
ments from a text corpus 7, with a vocabulary V of M
words, it specifies a mapping between the discrete sets
) and T and a continuous vector space S. A document
could arbitrarily be a sentence, a paragraph or a larger
unit of text.

A matrix W containing the co-occurrence statistics
between words and documents is constructed. Here word
order is ignored unlike conventional n-gram modelling.
Each element of W is weighed by the normalised word
entropy and scaled for the document length. The element
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where ¢; ; is the number of times word w; occurs in doc-
ument d;, n; is the total number of words present in d,
=, jCigo and ¢; is the normalised entropy of w; in
the entire corpus 7. The matrix W can be approximated
by its order-R singular value decomposition (SVD).

WaW = USVT

This results in three matrices Ups« g, Srxr and Vy x g.
U and V are column orthonormal and S is a diagonal
matrix. This transformation to the lower dimensional space
captures major structural association between the words
and the documents and removes noise. It also provides a
R dimensional representation for both the words and the
documents. Based on information retrieval and language
modelling studies [5], values of R in the range of 100 to
300 seems to work reasonably. The R-dimensional scaled
representation of the word and document vector is given
by u;S and v;S where u; and v; are the corresponding
rows of U and V. Any new document (test document) d
can be considered as an additional column of the matrix
W Its representation v in the reduced dimensional space
is given by v = dTU.

For language modelling given such a representation,
and a distance metric in the R-dimensional space it is
possible to combine the standard n-grams and the LSA
model to derive a hybrid n-gram + LSA language model
as detailed in [4][5]. In the following sections we detail
the construction of the W matrix from the acoustic sig-
nal. Using this speech based W matrix we develop the
speech enhanced hybrid n-gram + LSA model.

3. Speech enhanced multi-span language
model

The block diagram of the proposed system for construc-
tion of matrix W is shown in Figure 1. Availability of a
database segmented in terms of words is assumed. The
duration of a word segment is variable. To find the close-
ness of a pattern vector representing a word, to other
words of the vocabulary, it is desirable to have fixed di-
mensional pattern vectors for all the words in the vocab-
ulary. From the speech signal corresponding to a word
segment, for every frame of 15 msec and a frame shift
of 1 msec we derive 13 dimensional mel frequency cep-
stral coefficients. The euclidean distance between adja-
cent pairs of feature vectors is computed for all the frames
corresponding to the word segment. Depending on the

number of frames needed to construct the desired pat-
tern vector, frames are added/dropped. If the number
of frames in the word segment is less than the desired,
then the frame with the minimum euclidean distance is
replicated. For a word segment with larger number of
frames than desired, a frame is dropped if its euclidean
distance to its neighbor is minimum among the distances
computed. This is repeated until the desired number of
frames is obtained. It is assumed that there is minimal
distortion/loss in adding/dropping the above frames. The
selected frames are concatenated to form the fixed dimen-
sional pattern vector representing the word. The resulting
pattern vector is large (390 to 572 dimensions). Compar-
ing pattern vectors in such a high dimension space is not
preferable. It has been shown that non-linear compres-
sion of large dimensional pattern vectors of speech using
AANN models does not degrade the speech recognition
performance [7]. We use AANN models to compress the
large dimensional pattern vector into 40 to 100 dimen-
sions. Thus a reduced dimension pattern vector is de-
rived for each word segment in the entire training data.
Pattern vectors corresponding to a word in the training
set are used to derive a mean pattern vector, which serves
as the reference pattern vector for that word in the vocab-
ulary. One such reference pattern vector is derived for
each word in the vocabulary.

For every word segment in a training document (speech
file), a compressed pattern vector is derived as explained.
The euclidean distance between this pattern vector and all
the reference pattern vectors in the vocabulary is deter-
mined. The resulting distances are normalised between
zero and one. The membership defined as (1 - normalised
distance) indicates how close the current pattern vector is
to each of the reference pattern vectors in the vocabulary.
If this membership is above a certain threshold then the
appropriate element w(i, j) is incremented by the mem-
bership value. The elements of W are also scaled for the
length of the document (No. of words) and weighted by
the entropy of the term. Thus the W matrix is derived
from the acoustic signal.

4. Database

The database used for the study is the Indian language
speech corpus [8]. TV news bulletins from Doordarshan
for Tamil language were collected. Speech pertaining
to the news reader was manually transcribed and seg-
mented into words representing around 4 hours of speech.
Among these bulletins 23 are spoken by females and 10
by males. For this task the database was partitioned man-
ually into news stories belonging to 8 different categories.
The details of the database in terms of news stories are
shown in Tables 1 and 2. There are no standard text cor-
pus of news bulletins or news wire corpora in Tamil lan-
guage. As it is preferable to use bigram models trained
on data pertaining to the domain of use, we used a bigram
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Figure 1: Block diagram for construction of W in the proposed speech enhanced LSA language model

model derived from the limited training data for integra-
tion with the LSA model.

Table 1: Description of the database in terms of

stories
Story No. of documents
category Training set | Test Set
Economics 44 2
Events 104 23
Others 124 24
Politics 104 4
Sports 34 3
War 163 32
Weather 6 1
World politics 64 3
| Total || 643 | 92 |

Table 2: Database statistics
| | Training set | Test set |
No. of Docs 643 92
No. of Words 26,380 3,706
Min. No. of Words 6 8
Max. No. of Words 159 136
Avg. No. of Words 41 40

5. Experimental evaluation

From the transcription of the training data we chose a lim-
ited vocabulary of 1,278 words (inclusive of the unknown
word tag <UNK?>), that had at least 4 occurrences in the
training data. For the 643 training documents a W ma-
trix of size 1278 x 643 is created. The average duration
of these words in the database is 431 msec. Assuming a
frame shift of 10 msec, 44 frames are chosen using the
procedure mentioned in Section 3 to represent the word.
The feature vectors concatenated together resulted in pat-
tern vectors of 572 dimension. Such pattern vectors are
derived for each word in the training data. The pattern

vectors are non-linearly compressed to a smaller dimen-
sion (60, 80 or 100) using AANN models. The structure
of the AANN model is 572L 858N kN 858N 572L, where
L represents a linear unit, N represents a non-linear unit
and k is the dimension of the desired compressed pattern
vector. All the word pattern vectors in the training data
are used to train the AANN model. The model in trained
for 200 epochs. The compressed feature vector is ob-
tained from the compression layer of the trained AANN
model. These compressed feature vectors are used in the
construction of the W matrix. As the structure of the
AANN model is large and the training patterns limited,
the AANN model may not generalise well. An alter-
native compact representation of a word using only 30
frames concatenated to form a 390 dimensional pattern
vector was also employed. These 390 dimension pattern
vectors were compressed to 40, 60 or 80 dimension us-
ing an AANN model represented by 390L 585N kN 585N
390L. Using these compressed pattern vectors of differ-
ent dimensionalities, appropriate W matrices were con-
structed. The integrated bigram + LSA model was de-
rived as described in [4][5]. We report results for pattern
vectors compressed to 60 dimension.

To test the performance of the language model the
perplexity of the speech enhanced hybrid bigram + LSA
model was found for the test data of Table 1. During test-
ing based on the transcription of the speech document, in
a manner similar to the standard LSA language model,
for every word in the test document, the appropriate vec-
tors in the reduced dimensional space u;S'/2 and vS'/?
are used for computation of the probabilities. The out of
vocabulary rate for the test set is very high (41%) due to
the limited vocabulary chosen, and the fact that the data
pertains to news bulletins. The out of vocabulary words
were ignored in perplexity computation.

6. Results

The performance of the speech enhanced hybrid bigram
+ LSA model is shown in Table 3 for different thresholds
of membership values, and a SVD order of 75 (optimal
order balancing reconstruction error and noise suppres-



Table 3: Perplexity of the speech enhanced bigram
+ LSA model for different pattern representation
and membership threshold, for a SVD order of 75

Word pattern || Membership | Perplexity
representation || greater than

Compressed 0.98 227
from 0.97 231
572 to 60 0.96 231
0.92 233
Compressed 0.98 199
from 0.97 196
390 to 60 0.96 195
0.92 197

Table 4: Comparison of performance of three dif-
ferent language models. LSA models use SVD of

order 250
Model Perplexity | Improvement

over bigrams

Bigram 234 -
Bigram + LSA 199 15%
Speech enhanced
bigram + LSA 185 21%

sion). If the threshold is high (0.98) the W matrix is
similar to its text based counterpart in its sparseness. As
the threshold is lowered, more elements of the W ma-
trix are filled, which is like smoothing. The performance
of the model improves marginally. For lower thresholds
the performance is likely to deteriorate. This behaviour
is observed for both the representations of the word pat-
tern vectors. The performance of the model using pat-
terns vectors compressed from 390 to 60 dimension is
better than the model using pattern vectors compressed
from 572 to 60 dimension.

The performance comparison of the three different
language models is shown in Table 4. The perplexity
of the speech enhanced hybrid n-gram model is better
than the standard bigram model by 21% and shows an
improvement of 6% over the conventional text based bi-
gram + LSA model for a SVD order of 250. Order 250 is
chosen due to its better performance over SVD order 75.

7. Summary

In this study we proposed an approach for developing a
speech enhanced multi-span language model. We have
shown that the performance of the system is better than
the text based bigram + LSA model for the limited vo-
cabulary of words. No use of word level and document
level smoothing [5] is made, which would further reduce
the perplexity of the model. Different parameters of the
system like word pattern vector representation, order of

compression of the pattern vector, membership thresh-
old, SVD order and scaling factor for the LSA probabili-
ties are not optimised. Doing so may improve the perfor-
mance of the language model. This method of indirect in-
corporation of the speech information may be a small step
towards using speech level constraints in language mod-
els for better speech recognition performance. One limi-
tation in extending the study is the lack of a large speech
corpus of the size required for language modelling, seg-
mented in terms of words for Indian languages.
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