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Abstract - In this paper, we demonstrate the significance
of nonlinear neural network models for compression of feature
vectors and clso develop classifiers for syllabie-like units. We
consider the standard 80 Stop Consonant- Vowel units of mosi
Indian languages. This sel constsis of dynamic sounds and
hence require large size feature vecior to represent the acous-
tic characteristics of these units. To develop classifiers with
limited training date, it is necessary to compress the size of
the feature vector. We show that nonlinear compression by au-
toassociative neural network model is useful, and is superior
to the compression by linear principal component analysts.

I. Introduction

Among all the subword units of speech, syllable-like
units are more relevant from both speech production and
perception point of view. Hence it appears that syllable-
like units are also relevant from machine recognition
point of view [1] [2]. The number of syllable-like units
in a language are large (> 5000), and many of them have
similar acoustic features. But the number of units that
oceur most frequently (over 85% of time) are less than,
about 450, and the most basic among them are Vowel (V)
and Consonant-Vowel (CV) units, which are about 150
(at least for most Indian languages). Representation of
each of these units require large size {50-100 dimension)
feature vector. The classes of these units are separated
by highly nonlinear hypersurfaces in the feature space.
Neural network (NN) models are best suited for captur-
ing the hypersurfaces dividing the different classes. Since
the number of classes are large, and the number of pat-
terns available for each class are limited, it is difficult
to train the network to capture the discriminating hy-
persurfaces. Therefore it is preferable to reduce the size
of the feature vector representing each pattern. Even for
reduction of the size of the vector, nonlinear compression
techniques are useful, which can be realized using neural
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network models,

The objective of this paper is to explore neural network
models for data reduction and classification of a subset of
syllable-like units. We will also study the discrimination
characteristics of different subgroups of these units, to
show that all units are not equally distinct.

This paper is organized as follows: Speech data used
in the study and its representation in the form of feature
vectors is explained in Section II. Neural network models
used for nonlinear data compression technique are de-
scribed in Section III. Classification of Stop Consonant-
Vowel (SCV) units using multilayer feedforward neural
network models is presented in Section IV. The last sec-
tion gives conclusions from this study.

II. Speech Data and Representation

In this study we consider the important subset of the
basic units, namely the Stop Consonant-Vowel (SCV)
subset, which for most Indian languages are 80 in num-
ber. Stop consonants are the sounds produced by com-
plete closure at some point along the vocal tract, build
up pressure behind the closure, and release the pressure
by sudden opening. These units and their acoustic char-
acteristics of production are given in Table I. These units
are not only important from gpeech production and per-
ception point of view, but they also carry significant in-
formation about the speech message. But some of them
are highly confusable (for example, /pa/ & [ba/, /ta/
& /tha/, etc.,). To capture the acoustic characteristics
of these units, it is necessary to represent each of these
units as a sequence of frames, and extract the spectral in-
formation corresponding to each frame. The units have
three distinct regions in the production characteristics:
the region just before the onset of the vowel, the region
immediately after the release of the stop sound, and the
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steady vowel region. It is obvious that all these units have
a distinct vowel onset point (VOP) in their production [3]
[4]. While it is useful to identify the region before VOP
to correspond to Manner of Articulation (MOA), and
the transition region after VOP to Place of Articulation
(POA), and the remaining part to steady Vowel (V), it is
difficult to isolate these regions precisely. Moreover, the
acoustic characteristics of each will influence the other.
Thus all these regions need to be represented together as
a single feature vector [3].

TABLE 1
LisT oF SCV CLASSES AND THE SUBGROUPS BASED ON
DIFFERENT GROUPING CRITERIA FOR EACH CLASS.

Stop Consonant-Vowels

MOA POA Vowel subgroup
Subgroup | Subgroup | fa/ [if juf [ef [o/
Unvoiced | Velar ka ki ku ke ko
Unaspir- | Alveolar [Ta Ti Tu Te To
ated Dental ta ti tu te to
(UVUA) | Bilabial pa pi pu  pe  po
Unvoiced | Velar kha khi khu khe kho
Aspirat- | Alveolar | Tha Thi Thu The Tho
ed Dental tha thi thu the tho
(UVA) Bilabial | pha phi phu phe pho
Voiced Velar ga g gu ge go
Unaspir- | Alveolar | Da Di Du De Do
ated Dental da di du de do
(VUA) Bilabial |ba bi bu be bo
Voiced Velar gha ghi ghu ghe gho
Aspirat- | Alveolar | Dha Dhi Dhu Dhe Dho
ed Dental dha dhi dhu dhe dho
(VA) Bilabial | bha bhi bhu bhe bho

Since the vowel region is prominent in the signal due
to its large amplitude characteristics and also due to its
distinct periodic excitation property, it seems most ap-
propriate to derive the feature vector anchored around
the VOP. One frame of 20 msec is considered to the left
of VOP and four overlapping frames, each of 20 msec
with a shift of 5 msec are considered to the right of VOP.
Thus a 55 msec segment anchored around VOP is used
to represent each SCV unit. Each frame is represented
by 10 weighted linear prediction (LP) cepstral coeficients
(WLPCC) which are obtained from an 8t% order LP anal-
ysis on speech sampled at 8 kHz [5]. Thus the feature
vector for each SCV unit is a 50 dimensional vector [6]
7]-

[ Speech data for these studies consists of isolated ut-
terances of the 80 SCV units from three different speak-
ers. The database consists of 10 utterances of each unit
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from each speaker. The total number of utterances are
3X80X10 = 2400. The VOPs for all the units are marked
manually. For each unit, a 50 dimensional feature vector
is derived anchored around the VOP.

III. Neural Network Models for Data
Compression

As mentioned earlier, it is preferable to reduce the
size of the feature vector in order to develop a suitable
classifier for discriminating among different classes. A
standard method of data reduction is to use the linear
method of principal component analysis (PCA) [8]. But
it is known that for data compression, nonlinear PCA
performs better than linear PCA [8]. Nonlinear PCA
can be implemented using a five layer Autoassociative
Neural Network (AANN) model [9] {10] [11]. A five layer
AANN model which performs nonlinear PCA is shown
in Fig.1 [11]. The structure of the AANN model used in
the present studies is 50L 75N pN 75N 50L, where p is
the number of units in the compression layer {order of
compression), L refers to a linear unit and N refers to a
nonlinear unit. The activation function of the nonlinear
unit is a hyperbolic tangent function. The network is
trained using error backpropagation algorithm for 1000
epochs [12). The number of epochs was chosen using
cross-validation for verification, to obtain the best per-
formance for this data.

</ 1'
<A
0

Fig. 1. Five layer AANN model used for nonlinear compres-
sion of feature vectors.

The performance of an autoassociation network with
compression layer can also be interpreted as a distribu-
tion capturing network. The distribution of the feature
vectors in the feature space cannot in general be repre-
sented by a mixture of Gaussians. The complex non-
Gaussian mixture distribution is captured in the AANN
model with a compression layer as discussed in [13].

To compare the relative performance of linear and
nonlinear PCA methods for data compression, a trained
AANN model is used for nonlinear PCA and the stan-
dard eigenanalysis for PCA. The recognition performance
of SCV units for different compression levels is given in
Table I1, The table gives the percentage of correct classi-
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fication of different subsets of the SCV units. The subsets
are: 3 Speakers, 5 Vowels, 4 Place of Articulation (POA)
and 4 Manner of Articulation (MOA). The structure of
the classifier for each of the subsets is a feedforward neu-
ral network with pL. 5pN InN nN, where L and Nrefer to
the linear and nonlinear units, p is the number of units
in the input layer (equal to the units in the compression
layer of the AANN), and n is the number of classes in
each subnet. The first hidden layer has 5p units, and the
second hidden layer has $n units. Table II also shows
the results of classification for uncompressed data, for
which p = m = 50. The results show that the nonlinear
compression of AANN performs better than the com-
pression by linear PCA. The classification performance
improves as p is increased. For p = 18, the performance
is nearly the same as for the uncompressed case. Thus a
compression of about one-third (18/50) can be achieved
without affecting the classification performance. As dis-
cussed earlier, smaller dimension of the feature vector is
preferable for developing a classifier with limited amount
of training data.

Table II also illustrates that, among different subsets,
Speakers and Vowels subsets have better discrimination
than POA and MOA subsets. In fact at lower dimen-
sion one can visualize the distribution of these features
in the data. For example, Fig. 2 shows the distribution
of Speakers, Vowels, POA and MQOA in the compressed
space of p = 3. It shows that, when feature vectors are
compressed to low dimension, Speaker and Vowel cate-
gories are better discriminated than POA and MOA cate-
gories. Even between Speakers and Vowels, Vowels have
better discrimination than Speakers. This can be seen
from the results in Table II for the case p = 03. This
observation helps to design the compression network for
developing a hierarchical classification network.

IV. Classification of SCV Units

For classification of all the 80 SCV units, a single net-
work with either uncompressed or compressed feature
vectors performs poorly, as it gives about 45% for un-
compressed (size m = 50) and about 35% for compressed
vectors (size p = 18). On the other hand, one can use
several classification networks for different groups of SCV
units, and then combine the results of the outputs from
these networks. For this, we use three more classification
networks (in addition to the last three classes in Table
11}, using the combinations Vowel & POA (20), POA &
MOA (16) and MOA & Vowel (20). The values within
the paranthesis correspond to the total number of classes
within that combination group. The results of all the six
networks (for p = 18), three for Vowel (5), POA (4) and
MOA (4), and three for the pairs, are combined to ob-

0-7803-7278-6/02/310.00 ©2002 IEEE

615

tain the overall classification performance for all the 80
SCV units, The evidence for each of the Vowel, POA
and MOA is derived from the networks, and then the fi-
nal classified SCV unit is obtained. Table IIT gives the
performance of all the six networks. The combined ev-
idence gives a percentage classification of about 62.50%
as shown in Table IV. Due to confusable nature of these
80 SCV units, the realized performance of 62.50% is still
significant. Moreover, in most cases, the next hest class
is similar to the correct one, with only one of the three
components (Vowel, POA or MOA) wrong. In all these
cases 480 (3X 80X 2) test patterns are used for testing the
classification performance. Table IV also gives the per-
formance when at least two or at least one of the three
components in each SCV unit is correct.

It is interesting to note that the SCV classification per-
formance is about 89%, if we consider at least any two
components of a sound unit are correct. The performance
is over 98%, if we consider at least any one component
among the three components {Vowel, POA or MOA) is
correct. The block diagram of the proposed system for
SCV recognition is shown in Fig.3. The performance
at the component level is about 83% for all the 480 test
patterns of SCV units. Due to confusable nature of these
units, even this performance is significant.

V. Summary and Conclusions

In this paper we have shown that nonlinear compres-
sion of feature vectors using AANN models gives perfor-
mance better than linear PCA for the case of 80 SCV
units of typical Indian languages. This study confirms
similar results obtained for other classification problems
involving compression of feature vectors [8]. Dynamic
sound units such as SCV units need large size feature vec-
tor to represent the acoustic characteristics of the sound
units. The advantage of compressed feature vectors is
that a classifier can be developed with limited amount of
training data. We have also noticed that for a confusable
set like SCV units, all units will not have similar discrim-
ination among the classes. Speakers and Vowels subsets
have better discrimination than POA and MOA subsets.
One can obtain improved classification accuracy by com-
bining the results from classifiers with different combina-
tions. The overall performance of about 62% for these
SCV units is significant, since in continuous speech some
of the errors can be corrected using contextual knowl-
edge. In this paper we have discussed the results for iso-
lated utterances of SCV units. It is necessary to develop
the compression network and the classifiers for the SCV
units occuring in continous speech, in order to determine
the significance of the results of this paper for practieal
applicaticn.
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TABLE II
COMPARISON OF LINEAR AND NONLINEAR PCA FOR COMPRESSION OF FEATURE VECTORS FOR CLASSIFICATION OF SUBSETS OF
SCV UNITS. THE ENTRIES IN THE TABLE FROM COLUMNS 3 TO 11 REPRESENTS THE PERCENTAGE OF CQRRECT

CLASSIFICATION.
Subset # p=103 p=09 p=18 p=25 m=2>50
Classes(n) [ Linear | Nonlinear | Linear [ Nonlinear | Linear | Nonlinear | Linear | Nonlinear
Speaker 03 62.91% 81.25% 91.66% 91.87% 90.83% 95.62% 91.88% 94.58% 93.30%
Vowel 05 75.83% | 83.95% | 8291% | 8541% | 86.87% | BB8.75% | 90.63% | 90.83% | 90.20%
POA 04 46.88% 54.38% 66.04% 70.00% 65.63% 74.17% 67.38% 72.70% 72.29%
MOA 04 45.83% 50.20% 64.37% 68.75% 65.00% 69.38% 67.90% 68.75% 70.20%
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Fig. 2. Distributions of 3-D compressed vectors for different subsets of SCV units.
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Fig. 3. Block diagram of the proposed model for recognition of SCV units. The numbers represent the number of features or

classes.
TABLE III
CLASSIFICATION PERFORMANCE OF 6 CLASSIFIERS.
Category # Classes | Number of test Percentage of
patterns identified correct
correctly classification
Vowel 05 426 88.75%
POA 04 356 74.17%
MOA 04 333 69.38%
POA & Vowel 20 357 74.37%
POA & MOA 16 313 65.20%
MOA & Vowel 20 357 74.37%
TABLE IV
CLASSIFICATION PERFORMANCE OF THE SCV RECOGNITION
SUBSYSTEM THAT USES THE 3 VOWEL, 3 POA anD 3 MOA
EVIDENCES OBTAINED FROM THE SIX CLASSIFIERS GIVEN IN TABLE III.
Percentage of classification of
SCV units when
(a) Al the three components correct : 62.50%
(b) At least two components correct : 89.58%
(¢) At least one component correct : 98.33%
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