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Abstract—Pattern classification is an important task in speech recognition and speaker verification. Given the feature vectors of an input the goal is to capture the characteristics of these features unique to each class. This paper deals with exploring Auto Associative Neural Network (AANN) models for the task of speaker verification and speech recognition. We show that AANN models produce comparable performance with that of GMM based speaker verification and speech recognition.

I. INTRODUCTION

In tasks like speaker verification, speech recognition pattern classification is an important task. Given the feature vectors of an input the goal is to capture the characteristics of these features unique to each class. Traditionally Gaussian Mixture Models (GMMs) are used to capture the distribution of the data. GMMs use first and second order statistics and a set of mixture weights to capture the distribution of the data. In practical speech and speaker recognition problems the data encountered has a complex distribution characterized by high order statistics. Hence it is worth exploring alternate models for the tasks of speech recognition and speaker verification. This paper deals with exploring Auto Associative Neural Network (AANN) models which capture a probability surface characterizing the manifolds spanning the data. The probability surface could be used as signature of a particular class and in classification problems such as speech recognition and speaker recognition.

A feed-forward neural network performing an identity mapping of the input space is known as autoassociative neural network model [1]. There exists a relationship between principal component analysis and weights learned by a 3-layer AANN model [2]. Principal Component Analysis (PCA) is a method of representing the distribution of a given data in terms of orthogonal components [3], [4], [1]. These orthogonal components account for the variance of the data. Projection of the input data onto the linear subspace spanned by the significant orthogonal components has been used as a technique for dimensionality reduction [5].

Attempts have been made to relax the linear constraints of PCA by using nonlinear activation function in AANN models. Bourlard et. al., [2] have shown that the use of nonlinear units in a three layer AANN model did not provide a solution that is significantly better than PCA. However, Bianchini et. al., [6] have shown that nonlinear activation functions performs ε-association, which could be interpreted as a form of clustering in linear subspace. Another interesting perspective is from the addition of more number of hidden layers. Kramer [7] has shown that addition of hidden layers before and after the compression layer projects the input data onto a nonlinear subspace.

While there have been interesting research and different interpretation of AANN Models, due to lack of comprehensive summary of these interpretations, the nonlinear subspace captured by the five layer AANN model has been mostly used in applications involving dimensionality reduction [5].

In this paper, we provide visualization of the theoretical results of [2], [6] and [7] using 2-D data and present a different perspective of using AANN models to capture the distribution of data in the input feature space. We also demonstrate that AANN models could be applied for the task of speaker verification and AANN-HMM models for the task of speech recognition.

II. DISTRIBUTION CAPTURING ABILITY OF AANN MODELS

Consider a three layer AANN model with M units in the input and output layers, and \( p < M \) units in the hidden layer. Let \( X = [x_1, x_2, \cdots, x_N] \) be the \( M \times N \) matrix formed by the N input vectors, and let \( Y = [y_1, y_2, \cdots, y_N] \) be the \( M \times N \) matrix formed by the vectors realized at the units in the output layer of the network. The match between X and Y is measured in terms of mean square error \( J = ||X - Y||^2 \), where \( ||.||^2 \) indicate squared norm. Let \( W^T = [u_{ij}] \in \mathbb{R}^{p \times M} \) represent the weight matrix connecting the input layer and the hidden layer, and \( W = [v_{ij}] \in \mathbb{R}^{M \times p} \) represent the weight matrix connecting the output layer and the hidden layer. For linear activation function at the units in the input and output layers, \( J = ||X - FW(W^TX)||^2 \), where F is activation function at the hidden units.

For linear activation function at the hidden units, \( F(W^TX) = W^TX \). Therefore, \( J = ||X - WW^TX||^2 = ||X - \phi X||^2 \), where \( \phi = WW^T \). Since the rank of the matrix \( \phi X \) is \( p < M \), the product \( \phi X \) minimizing \( J \) is the best rank \( (p) \) approximation of \( X \) in the Euclidean space. This rank can be obtained using Singular Value Decomposition (SVD) of \( X [2], [8] \). It is shown that optimal weights of the network minimizing \( J \) corresponds to the principal (singular) vectors of the co-variance matrix \( XX^T \) [2]. In other words, the units in the hidden layer capture the linear subspace spanned by the first \( p \) principal components of the given data.

For illustration, consider a three layer AANN model with one linear unit in the hidden layer. The model is trained
of the type approximated by a linear function, and hence the weights are formed at the hidden layer is linear. The linear subspace obtained using SVD of X [2]. It follows that the subspace captured by the three layer AANN model with the nonlinear activation function at the hidden unit is shown in Fig.1(d). The effect of nonlinear activation function can be observed better from the probability surface shown in Fig.1(f). The network is able to cluster the input data because of the nonlinear activation function at the hidden unit.

The clustering ability of the AANN model can be explained with the concept of ε-autoassociation described in [6]. The data set X is said to be ε-autoassociated with \( \phi = WW^T, if \| Y - \lambda X \| < \epsilon \), where \( \epsilon \in R^+ \). To find the range of \( \lambda(\lambda R^+) \) for which \( \lambda X \) is ε-autoassociated with \( \phi \), consider the following:

\[
\frac{||Y - \lambda X||^2}{||Y||^2} < \epsilon \Rightarrow \frac{||WF(W^T\lambda X) - \lambda X||^2}{||WF(W^T\lambda X)||^2} < \epsilon
\]

We observe that if a linear activation is used at the hidden units, \( \lambda \) gets canceled in the numerator and denominator, and the inequality holds for all values of \( \lambda \). For a nonlinear activation function, it was shown in [6] that the above inequality holds for \( \lambda < \lambda_\epsilon \), where \( \lambda_\epsilon = (1 + \epsilon)||W||^2/||X||^2 \). Thus, only limited points in the input space are ε-autoassociated with the weights of network. The linear subspace captured by the three layer AANN model may not produce a low \( \epsilon \) for all the training data, and hence the probability surface shown in Fig.1(f) does not reflect the distribution of the training data. It is necessary to capture the nonlinear subspace to obtain a low \( \epsilon \) for all the training data.

In summary, a three layer AANN model with linear hidden units captures the linear subspace along the direction of maximum variance of the given data as shown in Fig.1(e). But if nonlinear activation function is provided at the hidden units, then the three layer architecture clusters the input data in the linear subspace. Limitation of the three layer AANN model is its inability to capture the nonlinear subspace needed to describe the distribution of data in the input space. We show that a five layer AANN model captures the desired nonlinear subspaces.

III. DISTRIBUTION CAPTURING ABILITY OF 5 LAYER AANN MODELS

The five layer AANN model shown in Fig.2 performs Nonlinear Principal Component Analysis (NPLCA) [7]. The second and fourth layers of the network have more units than in the input layer. The third layer has fewer units than the first or fifth. The activation function at the units in layer 3 may be linear or nonlinear, but the activation function at the nodes in layers 2 and 4 are nonlinear. The function of the five layer AANN model can be understood better by splitting the five layers into mapping (layers 1, 2 and 3) and demapping (layers 3, 4 and 5) networks. The mapping network projects the input space \( R^M \) onto an arbitrary subspace \( R^p \), where \( p < M \).

The mapping function \( G \) is nonlinear, and a nonlinear subspace is formed at the third layer. The projection of the nonlinear subspace \( R^p \) back into the input space \( R^M \) is performed by the demapping network, and the demapping function \( H \) is also nonlinear. The mapping and demapping functions may not be unique for the given data. This can be observed from Figs.3(a) and 3(b), where two different hyper
surfaces are captured for two different trials by the same five layer network (2L 12N 1N 12N 2L) for the artificial 2-D data shown in Fig.1(a).

The hyper surfaces captured by AANN models in Figs. 3(a) and 3(b) demonstrate that a five layer AANN model is capable of capturing nonlinear subspaces. The ability of a five layer AANN model to perform clustering in the nonlinear subspace can be used to capture the complex distribution of the data in the input space. Fig.4(c) illustrates the probability surface obtained from a five layer AANN model for the artificial 2-D data shown in Fig.4(a). We notice that the five layer AANN model can be used as a nonparametric model to capture the distribution of the given data. The components spanning the nonlinear subspace captured by these models are known as nonlinear principal components or higher-order components. These models differ from other nonlinear methods such as principal curves in [10] due to the relationship between the weights of the network and the input data arising from the nonlinear activation function. In the next section we will show that the distribution capturing ability of the five layer AANN model can be exploited for the development of a text-independent speaker verification system [11], [12], [13], [14].

IV. SPEAKER VERIFICATION USING AANN MODELS

Speech corpus used in this study consists of SWITCHBOARD-2 databases of National Institute of Standards and Technology (NIST). These databases are used for the NIST-99 official speaker recognition evaluation [12]. The phase-2 SWITCHBOARD 2 database is used for background modeling, and hence referred to as development data. Performance of the speaker verification system is evaluated on the phase-3 database, which is referred to as evaluation data. The development data consists of 500 speakers (250 male and 250 female), and the evaluation data consists of 539 speakers (230 male and 309 female). The speaker sets of phase 2 and 3 databases are mutually exclusive.

Data provided for each speaker is conversational telephone speech collected from different sessions (conversations) sampled at 8000 samples/second. The training data consists of two minutes of speech data, collected from two different conversations over the same phone number. The use of the same phone number results in passing the speech data over the same handset and communication channel. Two different types of microphones (also referred as handsets) are used for collecting the speech data. They are carbon-button and electret. Performance of the speaker verification system is evaluated on the test utterances collected from different recording environments. The duration of the test utterance varies between 3 to 60 seconds. Each test utterance has 11 claimants, where the genuine speaker may or may not be one of the claimants. The gender of the claimant and the speaker of the test utterance is the same. There are no cross gender trials.
All the studies reported in this paper are performed on the male subset of 230 speakers with 1448 male test utterances of the evaluation data. Performance of the system is evaluated for the following three conditions:

(a) Matched condition: The training and testing data are collected from same phone number.

(b) Channel mismatch condition: The training and testing data are collected from different phone numbers, but it is ensured that the same handset type is used in both the cases. The use of different phone numbers results in passing the speech signal over different communication channels.

(c) Handset mismatch condition: The training and testing data are collected with different handset types.

Speaker information can be extracted using spectral features of the speech signal. The process of extraction speaker information is as follows. Speech signal is preemphasized using a difference operator. The differentiated speech signal is segmented into frames of 27.5 ms using a Hamming window with a shift of 13.75 ms. The silence frames are removed using an amplitude threshold. A $16^{th}$ order linear prediction analysis is used to capture the properties of the signal spectrum [15]. The recursive relation between the predictor coefficients and the cepstral coefficients is used to convert the 16 predictor coefficients into 19 cepstral coefficients [16]. The cepstral coefficients obtained for each frame are linearly weighted to emphasize the peaks in the spectral envelope [17].

The speech signal transmitted over a telephone channel is distorted due to the filtering effect of the channel [18], [16]. Linear channel effects are compensated to some extent by removing the mean of the time trajectory of each cepstral coefficient. It has been shown that the mean subtraction improves the performance significantly when training and testing data are collected from different channels [18], [16]. But the recognition accuracy is reduced when the mean subtraction is used for a speaker verification system in which the training and testing data are collected from the same channel [18], [16].

Each speaker model is built by training an AANN model with the feature vectors extracted from the utterance of the speaker in the evaluation data. The structure of the AANN model is 19L 38N 14N 38N 19L, where L refers to a linear unit and N refers to a nonlinear unit. The integer value indicates the number of units in that particular layer. The network is trained using backpropagation learning algorithm in pattern mode. The initial weights of these models are adapted from a background model. The background model is an AANN model trained with feature vectors from a large number of speakers. This model is known as speaker-independent model or Universal Background Model (UBM).

During testing phase the feature vectors extracted from the test utterance are given to both the claimant model and the UBM to obtain the claimant score $S_c$ and the background score $S_b$, respectively. The score of a model is defined as $\frac{1}{l} \sum_{i=1}^{l} |x_i - y_i|^2$, where $x_i$ is the input vector of the model, $y_i$ is the output given by the model, and $l$ is the number of feature vectors of the test utterance. Since the claimant score is affected by the intra-speaker variability, linguistic content and recording environment of the test utterance, it is normalized with the score of the background model. The normalized score $S_n$ is obtained as $S_n = S_c - S_b$ [20].

False Acceptance (FA) and False Rejection (FR) are the two errors that are used in evaluating a speaker verification system. The trade off between FA and FR is a function of the decision threshold. Equal Error Rate (EER) is the value for which the error rates of FA and FR are equal [21]. A weighted sum of error rates of FA and FR is known as Detection Cost Function (DCF), and is given by $DCF = 0.99 \times F_a + 0.01 \times F_r$ [11], [22]. The percentage values of false acceptance ($F_a$) and false rejection ($F_r$) are chosen using a threshold such that the cost function is minimized.

For different test conditions, the performance of the AANN-based speaker verification system measured in terms of EER and DCF is shown in Table I under UBM and IBM columns. Here UBM corresponds to universal background model and IBM (which is explained later) to individual background model. The degradation in performance for mismatched conditions indicate that distortions introduced by different channels and handsets vary significantly. Fig.5 shows the distributions of genuine and impostor claimant scores. This figure clearly shows that the distributions of the genuine and impostor claimant scores overlap each other. The area of the overlapping region increases for mismatch conditions, particularly for handset mismatch condition.

### TABLE I

<table>
<thead>
<tr>
<th>Environment between Training and Testing</th>
<th>EER</th>
<th>DCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>UBM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IBM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Matched</td>
<td>10.16%</td>
<td>0.763%</td>
</tr>
<tr>
<td>Channel Mismatch</td>
<td>28.64%</td>
<td>27.39%</td>
</tr>
<tr>
<td>Handset Mismatch</td>
<td>39.97%</td>
<td>40.09%</td>
</tr>
</tbody>
</table>

### A. Significance of background model

Normalisation of the claimant scores using the scores of UBM may be affected by the parameters such as number of speakers, number of feature vectors per speaker and number of epochs used for training the UBM [20], [11]. The speaker-independent distribution captured by the UBM is sensitive to these parameters. Another way to address the issue of normalisation is by using Individual Background Model (IBM) [13]. This approach makes use of the fact that for a given test utterance the genuine claimant may have a low score compared to the other claimant scores. To verify a claim, decision should be based upon the specified test
utlisation and the claimant model. Use of information about
the other claimant models for the same test utterance may be
difficult. To overcome this problem, pseudo-claimant models
are used for normalization. These pseudo-claimant models
are known as individual background models. A set of 92
pseudo-claimant models are generated from the development
data. Each pseudo-claimant model is built by training an
AANN with the feature vectors extracted from the test utterance of a particular speaker. This subset of 92 speakers
belong to the male set of the development data. The utter-
ances of 46 speakers are collected with electret handset and
the utterances of remaining 46 speakers are collected with
carbon-button handset. These speakers are selected arbitrarily
without using any selection criteria such as cohorts [23]. The
even mixture of male speaker utterances collected from both
the handset types indicate the generation of gender-dependent
and handset-balanced background model.

The speaker models of the evaluation data are generated
independent of the pseudo-claimant models. In the testing
phase, the feature vectors of the test utterance are given
to the claimant model and to the pseudo-claimant models.
The scores of all the pseudo-claimant models are sorted in
ascending order. The rank \((R)\) of the claimant model is
obtained. This rank is converted into a normalized score \((S_n)\)
using, \(S_n = (\rho + 1)/R\), where \(\rho\) is the population of the IBM.
The use of this formula converts the rank of the claimant
model into some form of confidence. The advantages of this
simple approach are several: (1) The population of IBM is the
only parameter to be chosen apriori. (2) No criteria is needed
to select the pseudo-claimant models. (3) The claimant scores
lie between 1 and \(\rho + 1\), thus the normalization of scores
across the test utterances is obtained. (4) The knowledge of
the best, the second best, etc., of the claimant score can
be used to accept or reject the claim. Performance of the
AANN-based speaker verification using IBM is shown in
Table I. Comparison of the performance with UBM shows
an improvement of 24.91\% in EER for matched conditions.
For mismatch conditions, the performance of IBM is similar
to that of UBM.

It is to be recalled that the pseudo-claimants are randomly
picked from the development data. The probability of a test
utterance being close to one of the pseudo-claimant models
is \(1/\rho\), where \(\rho\) is the population of IBM. Thus, the IBM
population of \(\rho\) implies that a FA rate of \(1/\rho\) is incorporated
by design. Fig. 6 shows the effect of population of IBM on the
performance of the speaker verification system measured in
terms of EER and DCF. The decrease in FA due to increase in
the population of IBM is observed from the DCF curves. The
EER curves are not affected significantly, as it is a measure
of possible trade-off between FA and FR. The use of IBM
with large population will decrease FA, but at the cost of
increase in the computation time to test the pseudo-claimant
models.

The normalization procedure of IBM uses the scores of
all the individual background models for deriving the rank.
Instead, if we restrict our comparison of scores to the individ-
ual background models derived from the data collected over
the same handset type (electret or carbon-button), then the
performance of speaker verification system seems to improve
marginally for the case of handset mismatch condition [13].
So we have used handset-dependent IBM for the studies
reported in the following sections.

![Fig. 6. Effect of population of IBM on (a) EER and (b) DCF.](image_url)

**B. Structure of AANN model**

As discussed in Section 2, the AANN model projects
the input vectors onto the subspace spanned by the K
components due to the compression layer. The structure of
the AANN model used in the previous studies was 19L 38N
14N 38N 19L. Feature vectors extracted from the speech
signal are projected onto the subspace spanned by \(K = 14\)
components to realize them at the output layer. The effect
of changing the number \((K)\) of these components on the
performance of the speaker verification system is examined
in this section. A series of experiments were conducted by
systematically reducing the number \((K)\) of units in the
compression layer from \(K = 10\) to 1. The results shown in
Table II suggest that even for \(K = 4\) case the system seems
to give reasonably good performance in terms of EER.
TABLE II

<table>
<thead>
<tr>
<th>Environment between Training and Testing</th>
<th>EER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K = 10</td>
</tr>
<tr>
<td>Matched</td>
<td>6.48%</td>
</tr>
<tr>
<td>Channel Mismatch</td>
<td>21.38%</td>
</tr>
<tr>
<td>Handset Mismatch</td>
<td>34.43%</td>
</tr>
</tbody>
</table>

C. Channel variability

Due to the channel and handset effects, there will be a shift in the distributions of the training and testing data. Thus, in mismatch conditions, a trained model may give large error for the test data of the same speaker. The rejection of the genuine claim due to the channel or handset mismatch can be reduced either by suitable normalization of the score obtained by a speaker model, or by using a set of features not affected by channel and handset characteristics. In this section a method is proposed to normalize the score obtained by an AANN model. This method relies on the assumption that the shift in the distribution of test data of the same speaker may not be significant enough to label it as an impostor utterance. We show that this method yields significant improvement in the performance of AANN-based speaker verification system.

Let $\xi$ denote a speaker model and $I_i$ denote the score obtained by the model for an utterance (i) which does not belong to the speaker. Let $\bar{I}_\xi$ denote the mean of $I_i$.

$$\bar{I}_\xi = \frac{1}{l} \sum_{i=1}^{l} I_i$$

where $l$ is the number of other speakers. Let $S_\xi$ be the score obtained by a model for a given test utterance. We define the normalized score

$$N_\xi = S_\xi / \bar{I}_\xi = \frac{S_\xi}{(1/l) \sum_{i=1}^{l} I_i}$$

The normalized score indicates the closeness of $S_\xi$ to $\bar{I}_\xi$. In mismatch condition, the value of $S_\xi$ may be large enough to reject the genuine speaker. But the value of $S_\xi$ in these cases may not be too close to $\bar{I}_\xi$ obtained by the same model, and hence the value of $N_\xi$ may be a better measure to accept or reject the claim. Using a set of 25 speakers utterances of NIST-97 database (the duration of each utterance is 1/2 minute), this normalization procedure is applied to the scores of the claimant and pseudo claimant models. The performance of the speaker verification system improved significantly as shown in Table III. The set of 25 speakers data used for normalization is randomly selected from the NIST-97 database. The use of NIST-97 database ensures that these utterances do not belong to any one of the claimant or pseudo-claimant models. The improved performance of the speaker verification system support our conjecture that the shift in the distribution of feature vectors of test data of the genuine speaker may not be large enough to be an impostor data for the same speaker model.

Finally, the performance of a standard GMM-based speaker verification system is compared with our AANN-based speaker verification system for the same data, as shown in Table III. The results of the GMM-based OGI speaker verification system are taken from [12]. In the GMM-based approach, speaker models are built with 256 mixture components using 38 dimensional vectors, consisting of 19 melcepstral coefficients and 19 delta melcepstral coefficients. The time trajectories of the logarithmic filter-bank energies are smoothed over long (1 sec) segments using data-driven filters. The objective of this comparison is mainly to show that the AANN-based systems (with 19 weighted linear prediction cepstral coefficients) also provide a reasonable performance for speaker verification.

TABLE III

<table>
<thead>
<tr>
<th>Environment between Training and Testing</th>
<th>EER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$S_\xi$</td>
</tr>
<tr>
<td>Matched</td>
<td>6.69%</td>
</tr>
<tr>
<td>Channel Mismatch</td>
<td>18.70%</td>
</tr>
<tr>
<td>Handset Mismatch</td>
<td>30.26%</td>
</tr>
</tbody>
</table>

V. AANN-HMM MODEL FOR SPEECH RECOGNITION

As opposed to earlier approaches to using neural network as classifier in hybrid models for speech recognition [24], it is useful to design the AANNs which can capture the distribution of given training data and associate a likelihood of a feature vector which belong to that class. Probabilistic Neural Networks and radial basis function neural networks can capture characteristics of data distribution. But both of these types have limitations. It’s proven that Auto-associative neural networks can form a training error surface matching to distribution of the data [4].

We propose a hybrid model in which AANN is embedded into an Hidden Markov Model (HMM). Two different aspects of speech signal are taken care by two components of this
model. The temporal characteristics in speech are modeled by state transitions in HMM. While the state specific data distribution is modeled by an embedded AANN. The HMMs were used to model individual phones. As shown in Fig. 7 every phone HMM has three states. An AANN is embedded within each state which captures the emission probabilities of that state. The emission probability of input vector is calculated as follows: The feature vector is fed to AANN. The output vector has same dimensions. The Euclidean distance $d$ between input vector $x$ and output vector $y$ is calculated using following formula.

$$d(x, y) = \sqrt{\sum_{i=1}^{l}(x_i - y_i)^2}$$

The probability $p$ of the vector is given as:

$$p = e^{-d}$$

VI. ISOLATED WORD RECOGNITION USING AANN-HMM FRAMEWORK

The AANN-HMM framework was studied for performance comparison in following experiment.

A. Speech Database

The database used here consists of 90 isolated words spoken by single male speaker. These words were 0.3 to 0.7 sec. long. They are the instances of the digits one to nine spoken 10 times each. All the data was recorded at 16000 Hz. The Mel-Cepstral features are extracted using frame size of 160 and frame shift of 80. The MFCC features were variance normalized. Each feature vector is 39 dimensional.

B. Structure of AANN

For our experiments we have used five layer AANN as shown in fig. 2. The five layer AANN performs Nonlinear Principle Component Analysis (NLPCA) [7]. The second and fourth layers of the network have more units than in input layer. The third layer has less number of units than in first or fifth layer. The activation function of layer 3 may be linear or nonlinear, but activation functions at layer 2 and 4 must be nonlinear[7]. Two experiments were performed with different structure of AANNs. In first experiment the structure of AANN was 39L 78N 12N 78N 39L where L stands for linear units while N stands or nonlinear units. In second experiment all hidden layer nodes were increased by factor of $1/3^rd$. The structure used was 39 L 117 N 18 N 117 N 39 L. The choice of above architectures follows from [7] [4].

C. Training AANN

Initially all the wave files were labeled using HMM based automatic segmenter. The feature vectors pertaining to every state of HMM were segregated. Every network was trained for 1000 iterations. The learning rate was kept 0.01 and momentum was 0.6. Training set consisted of 70% data and test set consists of 30% of data.

D. Testing

Testing was done by comparing performance of GMM-HMM architecture with AANN-HMM framework. The HMMs were trained on 63 (70%) spoken utterances using Baum-Welch algorithm. The gaussian mixture model used here consisted to 2 gaussians. They are used to model state specific data distribution. These HMM models were then used to decode the data. The phone error rate and word recognition accuracy was calculated from obtained results. Then in next step, all the GMMs were replaced with AANNs which were already trained on state specific data. The decoding was again done on the same data. And the performances of both systems were studied.

E. results

The performance obtained in first experiment is shown in Table IV. It’s seen that here the performance of AANNs was comparable to that of GMMs. The phone error rate obtained after proper tuning of AANN parameters is shown in Table V. Here AANNs clearly performed much better than GMM models. Table VI shows word recognition accuracy obtained using both techniques. The word recognition accuracy obtained by both the techniques was same. But we found that AANN based technique led to better discriminating scores in decoding.

<table>
<thead>
<tr>
<th>Decoding Technique</th>
<th>Phone error rate (in percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM embedded in HMM</td>
<td>14.6%</td>
</tr>
<tr>
<td>AANN embedded in HMM</td>
<td>14.9%</td>
</tr>
</tbody>
</table>

VII. CONCLUSION

In this paper, we have explored AANN models as an alternative to GMM for speaker verification and speech recognition studies. The relationship between the training error surface and the input data distribution is used to demonstrate the distribution capturing ability of a five layer
AANN model. These AANN models differ from other non-linear extensions of PCA such as principal curves [10]. The number of free parameters in the form of weights are less compared to the number of mixture components in GMM [12]. Studies on background models indicate that the normalization procedure of IBM performs better than that of UBM for AANN-based speaker verification system. The channel and handset effects can be reduced to some extent by decreasing the units in the dimension compression layer and by using the proposed normalize score. Throughout the studies, we have used 19-dimensional static weighted linear prediction cepstral coefficients without any post processing by decreasing the units in the dimension compression layer and by using the proposed normalize score. Throughout the studies, we have used 19-dimensional static weighted linear prediction cepstral coefficients without any post processing such as smoothing the trajectories [25], [26]. Performance of the AANN-based speaker verification system reported in this paper is comparable with the performance of GMM-based speaker verification systems for matched conditions. The results of isolated word recognition also suggest that AANN-HMM models are useful for speech recognition. Further experiments have to be conducted using AANN-HMM models for large vocabulary continuous speech recognition.
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