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Abstract
Speaker recognition systems perform better when clean speech
signals are used for the task. In the presence of high levels of
background noise, speech recorded from a close speaking mi-
crophone will be degraded and hence the performance of the
speaker recognition system. Use of a transducer held at the
throat results in a signal that is clean even in a noisy environ-
ment. This paper discusses the prospect of using such signals
for speaker recognition. A study of a text-independent speaker
recognition system based on features extracted from speech si-
multaneously recorded using a throat microphone and a close-
speaking microphone in clean and simulated noisy conditions is
conducted. Autoassociative neural networks are used to model
the speaker characteristics based on the vocal tract system and
excitation source features represented by weighted linear pre-
diction cepstral coefficients and linear prediction residual, re-
spectively. The results of experimental studies show that the
speech collected from the throat microphone can be used for
tasks like speaker recognition, especially in noisy conditions.

1. Introduction
A throat microphone, placed in contact with the skin surround-
ing the larynx near the vocal folds, picks up its vibrations and
also the signals transmitted through the muscles of the speech
production mechanism. The resulting signal (hereafter called
throat speech) is very similar to normal speech. Due to its prox-
imity to the speech production system, speech recorded from
a throat microphone is clean, and is not affected by environ-
mental noise. The intelligibility of the throat speech signal is
almost equivalent to that of the speech signal recorded using
the microphone placed close to the speaker (hereafter called
close-speaking). In a noisy environment, the intelligibility of
a close-speaking microphone speech is affected, as the micro-
phone picks up not only the voice but also the background noise
and reflections from various objects. But the intelligibility of
the throat microphone signal is nearly the same as that of the
signal obtained in a noise-free environment. Hence the throat
microphone is a preferred choice for use in speech applications
even in adverse conditions.

Applications such as entry into high-security enclosures
and access control may involve noisy environments, for in-
stance, cockpit of an aircraft. For such applications, a reliable
person identification is required. Speaker recognition is the task
of person identification using speech as the biometric feature
[1][2]. A person’s voice, like other biometrics (finger prints,
retinal patterns or genetic structure), cannot be forgotten or mis-
placed unlike the use of artifacts for identification by artificial

means such as keys or memorized passwords [3][4]. Hence,
speaker recognition is more reliable than other artifacts for per-
son identification. As mentioned earlier, in adverse conditions,
a person’s voice is less affected when recorded using a throat
microphone than when using a close-speaking microphone. The
objective of this study is to analyse the characteristics of the
speech collected using the throat microphone, and illustrate the
presence of significant speaker-specific information in the vo-
cal tract system and excitation source characteristics. It is also
interesting to note that for applications other than synthesis, we
need features that are robust against degradations, rather than
features that are useful for intelligibility and quality.

This paper is organized as follows: In Section 2, we ana-
lyze the characteristics of a throat microphone speech by com-
paring with that of a close-speaking microphone speech. Sec-
tion 3 discusses the speaker recognition studies conducted us-
ing the speech collected simultaneously from the throat and
close-speaking microphones. Autoassociative neural network
(AANN) models are used for capturing the speaker-specific in-
formation present in the signals. Section 4 concludes with the
various issues discussed in this study.

2. Analysis of throat microphone speech
signal

The throat microphone is a transducer that is placed in con-
tact with the skin surrounding the larynx near the vocal folds.
The throat microphone converts the vibrations that it picks up
into equivalent speech signals. Typically, the throat speech is
a low amplitude signal when compared to the close-speaking
microphone signal. But, it is interesting to note that the throat
speech is of high quality. The throat microphone speech is rela-
tively unaffected by background noise and reverberation effects.
This signal is almost as intelligible as the close-speaking micro-
phone speech. Figure 1 shows the wideband spectrograms of
the speech from a male speaker recorded simultaneously using
the throat and the close-speaking microphones for the sentence
don’t ask me to carry an oily rag like that. The wideband spec-
trogram of the throat speech shows that the first three formants
are present as in the close-speaking microphone speech, but un-
like the later, the higher formants are not well represented (refer
Figures.1(a) and 1(b)).

As it can be seen from the spectrograms, voiced stop con-
sonants like ��� and ��� are represented better in the case of
throat speech. In contrast, nasal consonants like ��� are poorly
represented in the throat speech. Although there are a few dif-
ferences between the two signals as mentioned above, the over-
all intelligibility of the speech signals are nearly the same.
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Figure 1: The wide band spectrograms of a speech signal from a male speaker recorded simultaneously from a close speaking micro-
phone and a throat microphone ((a) and (b) respectively) for the sentence don’t ask me to carry an oily rag like that.

In order to compare the features of the speech collected
from the two microphones, simultaneous acquisition of speech
using the throat and close-speaking microphones was carried
out. The signals were sampled at 8 kHz. In this study, features
pertaining to the vocal tract system and the excitation source
characteristics are used. To obtain these features, a ���� order
LP analysis is performed on overlapping Hamming windowed
speech frames of 20 msec duration taken with a frame shift of 5
msec duration [5]. In the LP analysis, the ��� speech sample is
predicted as a linear weighted sum of the past � samples, and is
given by:
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where ���� are the model parameters and � is the order of pre-
diction. The difference between the actual value ���� and the
predicted value ����� of the ��� speech sample is the prediction
error, known as the LP residual and given by:
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The LP coefficients (representing the vocal tract character-
istics) are converted to 19 linearly weighted LP cepstral coef-
ficients (WLPCC) [6]. The cepstral coefficients are obtained
using the following relations:
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where �� is the gain term in the LPC model, �� is the LPCC,
and �� is the LP coefficient. These 19 linearly weighted
cepstral coefficients (WLPCCs) corresponding to each speech

frame are used as the system features in this study. The LP
residual obtained after removing the vocal tract system features
mostly contains information about the excitation source. Hence,
the LP residual is used for extracting speaker-specific source
features for this study.

3. Speaker recognition studies

3.1. Database for the study

Recording was done in the laboratory under clean and noisy
conditions. Noisy environment was simulated using radio static.
Speech from volunteers was acquired simultaneously using
the throat and close-speaking microphones. Text-independent
speech was used in this study. Two minutes of speech data ob-
tained from each of the 40 speakers is used to train a speaker
model. Each test utterance was of 20 secs duration. The record-
ings for training and testing the speaker models were carried out
in separate sessions. About 240 test utterances obtained from
the 40 speakers under clean and noisy conditions were used in
this study.

3.2. AANN models for speaker recognition

The feature vectors representing the speech data have a com-
plex distribution in the multi-dimensional feature space, and the
surface representing this distribution may be highly nonlinear.
The potential of artificial neural networks as nonlinear models
is exploited to capture the characteristics of the vectors unique
to a speaker from the given training data [7][8]. Specifically,
the autoassociative neural network models, which are feedfor-
ward neural networks that perform the task of autoassociation
are used. It has been shown that AANN models capture the dis-
tribution of the feature vectors in the high dimensional space.
The training error surface relates to the distribution of the given
feature vectors [9]. Typical structure of a five layer AANN used
in this study is shown in Figure 2.
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Figure 2: Five layer AANN model.

3.3. Speaker recognition using system features

The structure of the neural network used is 19L 38N 4N 38N
19L where � refers to a linear unit and � to a nonlinear unit,
the numbers represent the number of nodes in a layer. The 19-
dimension system features (WLPCC) obtained for each speaker
are given to the AANN in a randomized fashion. Two sepa-
rate speaker models are obtained by training two AANN mod-
els using WLPCCs derived from clean and noisy speech. Each
AANN is trained using 200 epochs.

3.4. Speaker recognition using source features

To implicitly learn the speaker information present in the ex-
citation source, LP residual down-sampled to 4 kHz sampling
frequency to emphasize only those regions with high signal-to-
noise ratio are used. Blocks of 20 samples (5 msec) of the nor-
malized LP residual, with a shift of one sample, are applied in
succession. The structure of the AANN used is 20L 40N 10N
40N 20L. Two speaker models are obtained for each speaker
using the LP residual derived from clean and noisy speech. A
model is trained using 200 epochs.

3.5. Testing of system and source models

Test utterances from clean and noisy environments, each of 20
secs duration, were used to test the source and system based
speaker models trained using clean speech. The noisy test utter-
ances were also used to test speaker models trained using noisy
speech. Both the source and system features are extracted us-
ing a 12�� order LP analysis. The 19 dimension WLPCCs and
blocks of 20 samples of the LP residual shifted by one sample
form the input to the system and source models, respectively
[10]. The deviation of the output of each model from its in-
put is used to compute the squared error �� for each frame or
block. This error is used to compute the confidence score of
that frame or block, which is used as a performance measure
for the speaker recognition system. The confidence score �� of
the ��� frame or block is expressed as �� = 
�������� where
the constant � is set to 1 in this study. This confidence value is
higher if the error is lower, when the frame or block of the test
utterance of a speaker matches with the corresponding model.
When the frame or block of the test utterance does not match
with the corresponding model, the error is high, and this lowers
the confidence score of that frame or block. A test utterance is
compared with each speaker model to obtain the average confi-
dence score C, which is expressed as � = ���

��

��� ��, where
� is the total number of frames/blocks. The average confidence
scores of the test utterance against all the models are compared
to evaluate the performance of the speaker recognition systems

based on the system and source features derived from clean and
noisy speech.

3.6. Performance evaluation

Performance of the speaker recognition systems based on the
system and source features derived from the clean speech ob-
tained from throat and close-speaking microphones is given in
Table 1. The performance is evaluated in terms of percentage
of the number of test utterances accepted out of the total test
utterances used for this study. We see that the performance
of the speaker recognition system using the throat microphone
speech is similar to that using the close-speaking microphone
speech for both system as well as source features. As the scores
obtained for both the system and source feature based models
are from independent evidences, the two scores can be com-
bined. The combination logic is a simple addition of the two
scores. The block diagram of the proposed speaker recognition
system using the combined evidences is shown in Figure. 3.
The speaker recognition system based on combined scores per-
formed relatively better in the case of throat microphone speech
than for the close-speaking microphone speech.
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Figure 3: Block diagram of the speaker recognition system us-
ing combined evidences.

Table 2 shows the performance of the speaker recogni-
tion systems, where the speaker models trained using clean
speech are tested against noisy utterances. The performance of
the speaker recognition systems based on both the system and
source features is very poor in the case of the close-speaking mi-
crophone. Though the throat microphone based speaker recog-
nition systems perform relatively better, this performance is
poor compared to the recognition systems using clean utter-
ances. Since the throat microphone is relatively immune to
ambient noise the drop in performance can be attributed to the
significant change in the speaker characteristics. Speakers tend
to stress the syllables and speak aloud in the presence of noise
(Lombard effect). The poor performance of the close-speaking
microphone based speaker recognition systems is due, both to
the change in the speaker characteristics and the presence of
significant noise levels in the speech.

In order to verify that the degradation in performance of the
throat microphone based system is primarily due to the change
in speaker characteristics, we used AANN models trained using
noisy speech. These models were tested against noisy speech.
This ensures that the voice characteristics of the speaker is sim-
ilar in the training and testing stage. We observe that the per-
formance of the throat microphone based speaker recognition
systems is similar to that of clean speech based speaker recog-
nition systems (refer Table 3). But, the performance of the
close-speaking microphone based speaker recognition systems



Performance (%) of the speaker recognition systems based on
source and system features obtained from simultaneously
recorded speech signals using throat and close speaking

microphones

Table 1: Models trained and tested using speech in clean envi-
ronment

Speech System Source Combined
features features system

Throat microphone 84.3 73.0 94.3
Close-speaking
microphone 84.3 70.0 88.6

Table 2: Models trained using speech in clean environment and
tested in noisy conditions

Speech System Source Combined
features features system

Throat microphone 50.0 27.0 50.0
Close-speaking
microphone 8.3 10.0 16.67

Table 3: Models trained and tested using speech in noisy envi-
ronment

Speech System Source Combined
features features system

Throat microphone 83.3 75.0 93.3
Close-speaking
microphone 19.42 25.0 25.0

is poor. This is due to degradation in the speech.

4. Summary and conclusions
In this paper, we have analyzed the characteristics of the speech
signals collected from a throat microphone. From the stud-
ies conducted, we infer that the throat microphone speech in-
deed contains significant information about vocal tract sys-
tem and excitation source characteristics. The performance of
the recognition systems using throat and close-speaking mi-
crophone speech signals, when the signals are recorded under
noise-free conditions are almost similar. The performance of
the systems based on both the throat microphone speech and
close-speaking microphone speech degrades when utterances
recorded under noisy conditions are used to test speaker models
trained using clean speech signals. The degradation in perfor-
mance in the former is due to the Lombard effect, whereas the
degradation in performance in the later is due to both the Lom-
bard effect and background noise. When the Lombard effect is
minimized by training and testing using speech recorded under
noisy conditions we observe that the performance of the throat
microphone based systems is similar to that under noise-free
conditions. However, the performance of the close-speaking
microphone based recognition systems do not improve signif-
icantly. This shows that the performance of the system using
close-speaking microphone data degrades as the background
noise increases, whereas the performance of the system using
throat microphone data is likely to be unaffected by the back-
ground noise.
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