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ABSTRACT

Analysis of human reference summaries of broadcast news
showed that humans give preference to anchor speaker seg-
ments while constructing a summary. We exploit the role of
anchor speaker in a news show by tracking his/her speech to
construct indicative/informative extractive audio summaries.
Speaker tracking is done by Bayesian information criterion
(BIC) technique. The proposed technique does not require
Automatic Speech Recognition (ASR) transcripts or human
reference summaries for training. The objective evaluation by
ROUGE showed that summaries generated by the proposed
technique are as good as summaries generated by a baseline
text summarization system taking manual transcripts as input
and summaries generated by a supervised speech summariza-
tion system trained using human summaries. The subjective
evaluation of audio summaries by humans showed that they
prefer summaries generated by proposed technique to sum-
maries generated by supervised speech summarization sys-
tem.

Index Terms— Summarization, Broadcast news summa-
rization, Speaker tracking.

1. INTRODUCTION

In recent years the amount of multimedia data available has
increased rapidly, especially due to increase of broadcasting
channels and availability of cheap and efficient mass storage
means. In this era of information explosion, there is a great
need for systems that can distill this huge amount of data au-
tomatically with less complexity and in less time. Broadcast
news (BN) is one of the most common media through which
people obtain news. Hence, summarization of BN is of great
importance.

BN corpora were used for experiments in many speech
summarization systems. Speech summaries are mainly ex-
tractive in nature. Extractive summaries are those formed by
concatenation of important parts in the original signal without
any alteration. The early speech summarization approaches
applied the text summarization approaches such as maximum
marginal relevance (MMR),latent semantic analysis (LSA),

on automatic speech recognition (ASR) system’s output of
spontaneous speech [1] [2]. In [3] importance of sentences
obtained from ASR output was determined using significance
score, linguistic score, confidence score of recognition. [4]
explores the relation between style of a BN story and dif-
ferent summarization techniques. In [5] multi layer percep-
trons were employed to eliminate ASR errors and utterances
were picked based on term frequency (TFIDF) scores and
named entity frequency. [6] attempts to summarize BN us-
ing structural features. Methods have been proposed to com-
bine lexical features derived from ASR transcripts with acous-
tic/prosodic features derived from speech signal, in a super-
vised frame work, where gold standard human summaries are
used for training a classifer using these features to classify
an utterance as belonging to summary or not. [7] scores the
sentences based on prosodic features and lexical features.[8]
combines lexical, acoustic/prosodic, structural and discourse
features to train a supervised system to classify an utterance
as belonging to summary or not. [9] attempts to summarize
speech without lexical features, using only acoustic features
in a HMM frame work. [10] attempts to determine the choice
of unit of extraction for speech summarization and it was pro-
posed that the intonational phrases are better choice of extrac-
tion than sentences and pause based boundaries.

All the above mentioned methods depend on the avail-
ability of human/ASR transcribed speech, or gold standard
human reference summaries for training. However, ASR sys-
tems may not be available for all languages, and it involves
considerable amount of resources and effort in building an
ASR system for a new language. Also, constructing gold stan-
dard human reference summaries is a tedious job and they are
not easily available for all speech files.

In this paper, we propose an approach to summarize BN
using anchor speaker tracking. We analyze human reference
summaries of BN and find that anchor speaker segments are
important as they are picked in most of human reference sum-
maries. The idea lies in exploiting the characteristics of BN,
where a specific structure is followed to deliver the news con-
tent. We make use of the fact that in BN, there is a pattern
of anchor-speaker and on-field reporter taking turns to cover



each story. We propose a method to perform anchor speaker
tracking based on Bayesian information criterion (BIC) tech-
nique [11]. Once the segments of anchor-speaker’s speech
are extracted, a summary is obtained for desired compression
ratio by using positional features of these segments. The sum-
maries are provided in audio format as it prevents errors due
to automatic speech recognition (ASR) and preserves charac-
teristics of natural speech. Our aim is to find the segments
in the news show, that when concatenated together form a
meaningful and coherent audio summary that is acceptable
and useful for humans. The summaries generated by current
techniques will be indicative or informative extractive sum-
maries.

2. DATA SET

2.1. BBC news corpus

All the news shows used in the experiments belong to global-
news podcast of BBC podcasts1 available on-line. The show
provides a daily update of global news and features different
anchor speakers. We have used a total of20 news shows each
around30 min of duration. Each show was sampled at16
kHz and contains a single anchor speaker and multiple other
speakers. There are a total of eight anchor speakers in20
shows, of which three are male and five are female speakers.

2.2. Human reference summaries

The text transcripts of the speech files along with their corre-
sponding audio are presented to 4 human annotators for con-
structing a summary. All the annotators are graduate students
with a good background of English. The annotators were
instructed to generate a summary of five minutes in length.
They were instructed to pick meaningful phrases or sentences
present in original story without altering them. Their aim
was to generate a generic extractive speech summary that is
coherent and meaningful. The number of human reference
summaries used in this work was fixed following document
understanding conference (DUC)1 framework.

3. ANALYSIS OF HUMAN REFERENCE
SUMMARIES

The way in which human abstractors perform summarization
may help us a great deal in building automatic summarization
systems [12]. Professional abstractors do not focus on under-
standing a document for summarizing it, instead they make
use of the properties of structure of the document such as title,
position of a sentence in the paragraph (beginning and ending)
and also cue phrases to find important parts in the document.
Once they have found the parts of the document that describe

1http://www.bbc.co.uk/podcasts/series/globalnews/
1http://www-nlpir.nist.gov/projects/duc/guidelines.html

the content of the document, they construct simple sentences
on the contents of these segments to present it as an abstract.
Hence, to summarize any document it is important to first find
informative sections in the document.

In order to study how humans perform summarization of
BN, we have asked four graduate students with good En-
glish knowledge to summarize each news show in the data
set. These audio summaries are transcribed into text manu-
ally for analysis purpose. Given these multiple human ref-
erence summaries for a news show, it would be interesting to
observe the measure of overlap between them and also type of
segments present in the overlap. This would help us to iden-
tify the features in the input that humans use and agree on, to
pick segments in summary. If such features can be identified,
it would help in design of automatic summarization systems.

As anchor speaker performs an important task of deliver-
ing news and running the show, we investigate his/her con-
tribution to human reference summaries. Tab. 1 shows the
% of anchor speaker sentences (An) in human summaries, %
of sentences picked in all human summaries which indicates
overlap (Ov) among human summaries, % of anchor speaker
sentences in the overlap (AnOv) and % of initial sentences
(first two) in each news story (In) that are picked in human
summaries.

Table 1. Statistics of human summaries averaged over 20
news shows.

type An Ov An Ov In

% 74% 63% 92% 89%

Tab. 1 shows that human annotators give importance to
anchor speaker utterances while summarizing and they also
have a good agreement on this (92 % of the segments in the
overlap belong to anchor speaker segments). The bias of hu-
man annotators towards anchor speaker segments may be due
to their preciseness and salience which are essential for anau-
dio summary. Also the picking of 89% of initial sentences in a
story (In) shows the importance of anchor speaker utterances
in the starting of story.

4. ANCHOR SPEAKER TRACKING

4.1. Feature extraction from speech signal

To perform speaker tracking, speaker-specific features are
extracted from the speech signal. Typically these features
represent the short-time spectral information such as mel-
frequency cepstral coefficients (MFCCs) which describe the
vocal tract properties of an individual broadly [13]. In our
study, 13 MFCC features were extracted for each speech
frame, with a frame length of10 ms and frame shift of5 ms.



4.2. Anchor speaker tracking using BIC

Speaker tracking using BIC method is performed in two
stages. In the first stage, the BN show is divided into homo-
geneous regions containing speech from a single speaker, by
detecting speaker change points. In the second stage, agglom-
erative clustering of these segments is performed using BIC
as distance measure. As, anchor speaker has more speech
instances spread across the show, the cluster containing more
speaker turns is hypothesized as the cluster belonging to
anchor speaker.

4.2.1. Speaker change detection

The speaker change detection is performed by the dissimi-
larity measurement between two adjacent windows based on
the comparison of their parametric models. The compari-
son is performed using Bayesian Information Criterion (BIC)
[11]. Bayesian Information Criterion (BIC) is a maximum
likelihood criterion penalized by the model complexity (num-
ber of model parameters). IfX is a sequence of data and
M is a parametric model withm parameters, and likelihood
L(X, M) is maximized, the BIC for modelM is defined as

BIC(M) = logL(X, M)− λ
m

2
logNx (1)

whereNx is the number of points in the data sequence.
The first term represents the extent of match between

model and the data. The second term denotes the model com-
plexity. The value ofλ is data dependent (theoretical value
of λ is 1). The BIC allows us to select a model that best fits
the data with less complexity. For speaker change detection,
two hypothesis are tested. Consider two windowsX and
Y adjacent to each other. The first hypothesis (H1) is that
there is no speaker change betweenX andY and the second
hypothesisH2 states that a speaker change occurs between
the two windows. InH1 a single multi-dimensional Gaussian
distribution is assumed to model the data in the two windows
better. InH2 two multi-dimensional Gaussian distributions
one for each window are assumed to model the data better.
Let Nx, Ny be the number of data points inX andY win-
dows respectively andZ be the combined sequence ofX and
Y windows (Nz = Nx + Ny).

The∆BIC value between the two hypothesisH1 andH2

is given by

∆BIC(H1, H2) =
Nz

2
log|Σz| −

Nx

2
log|Σx| −

Ny

2
log|Σy| +

λ

2
(p +

p(p + 1)

2
)logNz

whereλ is a tuning factor which is data dependent andp de-
notes dimensionality of feature vector (in present case 13). A
positive∆BIC value indicates that a speaker change occurs
between two windows. The windows are slid along time axis

to detect speaker changes. A speaker change point is hypoth-
esized at time instanti such that

maxi∆BIC(i) > 0. (2)

The performance of the above technique on the current
data set is reported in terms of false alarm rate (FAR) and
missed detection rate (MDR) in Tab. 2.

Table 2. Performance of∆BIC on current data set
error type FAR MDR

% 9.8% 11%

The BIC technique works better for long speaker turns as
there is sufficient data to compute the dissimilarity measure
reliably. The window size used in our experiments for com-
putation of BIC was five seconds as speaker turns in news
data are typically long. The graph of∆BIC values with ac-
tual speaker change points marked is shown in Fig. 1.
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Fig. 1. ∆BIC based smoothed distance graph with actual
speaker change points marked.

It can be observed from Fig. 1 that the speaker change
points coincide with the peaks in smoothed∆BIC graph.
These peaks are considered as speaker change points.

4.2.2. Clustering anchor speaker segments

Homogeneous segments containing speech from a single
speaker are obtained by taking segments between two speaker
change points. To find the segments of anchor speaker, the
segments are clustered by using the∆BIC values as the dis-
tance measure. Initially each individual segment is treated as
a cluster and the∆BIC is calculated for each segment with
all other segments. The segments that have∆BIC values less
than or equal to zero are assigned to the cluster of correspond-
ing segment. Ideally, the cluster containing highest number
of segments will be anchor speaker’s, as anchor speaker will
be in all the news stories. But it was observed that there are
a few missed anchor speaker segments in this cluster. To
reduce these, a global similarity matrix is constructed, by
the intuition that segments of same speaker will have similar
clusters. IfA andB are two clusters then the distancedAB is
given by

dAB = n(A∆B), (3)

where∆ denotes symmetric difference between two sets A
and B.dAB gives number of segments that are not present



in both the clustersA andB. Hence, smaller thedAB, the
more similar are the two clustersA andB. But considering
only dAB as similarity measure might assign a small cluster
of other speaker to anchor speaker. To prevent this, an inter-
section scoreiAB is introduced which is given by

iAB = n(A ∩ B). (4)

Finally the similarity scoresAB is given by

sAB = iAB − dAB. (5)

All the clusters that have similarity score greater than a
threshold (empirically decided as 1) with the cluster con-
taining highest number of segments are treated as clusters of
anchor speaker. All these clusters are merged into one cluster
and this cluster represents the segments of anchor speaker.
The technique can be easily extended to multiple anchor
speakers by taking topn clusters which are most dissimilar
to each other according to the global similarity matrix.n
is equal to the number of anchor speakers. The assumption
here is that anchor speakers have more turns in the show than
other speakers. The performance of anchor speaker tracking
is reported in Tab. 3.

Table 3. Performance of anchor speaker tracking
error type FAR MDR

% 14% 3%

5. SUMMARY CONSTRUCTION

Each anchor speaker segment can be treated as start of a news
story in the show. But there are also instances where anchor
speaker interacts with the other speakers within a story. Such
segments are typically small and filtered out by removing an-
chor speaker segments less than 5 seconds in duration.

5.0.3. Concatenation with compression

After removing short segments, we obtain final anchor
speaker regions that need to be concatenated to form a sum-
mary. The compression ratio (cr) is defined as the ratio of
desired summary length to the total length of a document.
The required summary length (Sl) is obtained from the given
compression ratio (cr) as

Sl = cr × T l, (6)

whereT l is the total length of the show in seconds. The num-
ber of stories is approximately equal to the number of final
anchor speaker regions (N ). Duration (D) of each news story
in a summary is obtained as

D = Sl/N. (7)

Initial D seconds of speech from each anchor speaker re-
gion are taken as candidates for concatenation. This type of
selection makes sure that all news stories are covered in the
summary. If anchor speaker’s speech in a particular news
story is less thanD seconds then the boundary is adjusted
accordingly to the end point of his speech. The boundaries
of these candidate regions are not meaningful, either acousti-
cally or linguistically, and they may be abrupt. To make them
smooth the boundaries of these regions are extended to the
nearest250 ms pause in the signal. The final candidates are
concatenated to form a meaningful audio summary.

6. EVALUATION

The evaluation is done on 20 news shows of globalnews pod-
cast of BBC news, details of which are presented in Sec. 2.1.
Two types of evaluations are carried out, one using traditional
text summary evaluation system ROUGE and the other us-
ing human evaluation for audio summaries. ROUGE based
evaluation provides an objective measure of quality of the
summaries where as human evaluation was done to evaluate
the usefulness of the audio summaries for humans. The sum-
maries generated by proposed techniques are compared with
summaries generated by a text summarization system , and a
supervised speech summarization system similar to the sys-
tems proposed in the literature.

6.1. Text summarization system

The manual transcripts of speech files corresponding to each
BN show are given as input to the text summarizer to gen-
erate a summary. The text summarizer is built using MEAD
[14] which uses positional features and tf.idf scores for rank-
ing sentences in a document. The top ranking sentences are
picked into the summary until desired summary length is
reached. The summaries are generated for a compression
ratio of 30 %.

6.2. Supervised speech summarization system

An artificial neural network classifier is trained on gold stan-
dard human labelled summaries which contains segments
from all four human summaries. The classifier is trained with
class labels -1 for class ‘non summary’ and 1 for class ‘sum-
mary’. The features on which the classifier is trained consist
of minimum, maximum, mean, standard deviation of RMS
energy (I), ∆I, F0, ∆F0 over each segment and duration of
the segment. TheF0 and I contours are normalized using
z-score normalization. The corpus is divided randomly into
two non overlapping halfs. Classifier was trained on one half
and tested on the other. While testing, the classifier outputs
a score between -1 and 1 for a given speech segment. This
score is used for ranking the speech segments to generate au-
dio summaries for desired length. Summaries are generated



for a compression ration of 30 %.

6.3. ROUGE based evaluation

Recall oriented understudy for gisting evaluation (ROUGE)
[15] which is commonly used for evaluating text summaries,
measures overlap units between automatic and manual sum-
maries. ROUGE-N computes the n-gram overlap between the
summaries where N indicates the size of n-grams. We report
ROUGE-1, ROUGE-2 and ROUGE-SU4 scores. ROUGE-
SU4 indicates the skip bi-gram score within a window length
of four. The ROUGE scores of the current system are com-
pared against a baseline text summarization system built
using MEAD and supervised speech summarization system
trained on gold standard human reference summaries. Audio
summaries generated by the system are transcribed manu-
ally into text for evaluation purpose. In order to evaluate
the summarization capability of the proposed techniques for
different summary lengths, summaries are generated for dif-
ferent compression ratios (5, 10, 15, 20, 25 and 30). The size
of human reference summaries was not altered for evaluating
automatic summaries of different compression ratios. The
ROUGE scores of audio summaries for different compression
ratios (5, 10, 15, 20, 25 and 30) are presented in Fig. 2.
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Fig. 2. Plots showing recall (solid line), precision (dashed
line) and F-measure (dotted line) values for various compres-
sion ratios (cr) of audio summary generated using BIC based
speaker tracking.

It can be observed from Fig. 2 that recall values of the
summaries increase with increase in compression ratio as ex-
pected. The precision values are fairly constant for all com-
pression ratios which shows that the new segments that are
being added to the summary due to increase in desired sum-
mary length are relevant to summary. Precision values are
important for an extractive summary, because if the number
of extracts is increased, the recall values might increase but
the percentage of segments relevant to summary might drop.

The ROUGE scores for summaries generated using pro-
posed speaker tracking techniques, text summarizer built us-
ing MEAD and supervised speech summarizer trained on gold
standard human summaries for 30 % compression ratio are
presented in Tab. 4

Table 4. F-measure values and 95% confidence intervals
for ROUGE-1 (R-1), ROUGE-2 (R-2), ROUGE-SU4 (R-SU4)
metrics for speaker tracking based summaries, summaries
generated by supervised system and MEAD summarizer.

system R-1 R-2 R-SU4

BIC 0.564[0.54 0.58] 0.388[0.36 0.40] 0.414[0.39 0.43]
supervised 0.553[0.52 0.57] 0.382[0.36 0.40] 0.402[0.38 0.42]

MEAD 0.572[0.55 0.59] 0.394[0.37 0.41] 0.421[0.40 0.44]

It can be observed from Tab. 4 that the proposed speaker
tracking techniques produce summaries as good as MEAD
based text summarizer and supervised system.

6.4. Human evaluation

6.4.1. Question & Answer based evaluation

In human evaluation,5 human subjects were asked to listen
to a summary of a given compression rate and answer a ques-
tionnaire given to them. All the subjects are in the age group
of 20-23 and are graduate students who can understand and
speak English. As the aim of our summarizer is to generate
indicative summaries, which announce the contents of a doc-
ument, the questionnaire consisted of simple questions based
on facts of a news story. The questions are of type what,
when, who, where etc. All the subjects were asked to answer
the questionare before listening to summaries to factor out
their prior knowledge on the news stories. The subjects were
not restricted from listening to a summary multiple times. The
percentage of the questions answered correctly after factoring
out their prior knowledge for each compression ratio is pre-
sented in Tab. 5.

Table 5. Percentage of questions answered correctly for dif-
ferent compression ratios (cr)

cr 5 10 15 20 25

BIC 42.4 % 55.6 % 62.0 % 65.5 % 71.0 %

Supervised 36.2 % 41.6 % 47.3 % 53.4 % 60.2 %

The results of Q&A based evaluation in Tab. 5 show that
humans are able to understand the audio summaries produced
by anchor speaker tracking easily and were able to get more
information from them than summaries generated by a super-
vised system.

6.4.2. Coherance evaluation

In order to evaluate coherence of the audio summaries, sub-
jective evaluation by is performed by 10 subjects. The sub-
jects are asked to evaluate the summaries based on coher-
ence, ease of understanding and appropriateness as a sum-
mary. They are provided with text transcript of the news show



before they listen to the summaries, so that they get an idea
of the contents of the show. They are asked to rate the sum-
maries at five levels: 1-very bad, 2-bad, 3-normal, 4-good,
5-very good. The mean opinion scores (MOS) of these rat-
ings for summaries of 20 news shows are presented in Tab.
6

Table 6. MOS of summaries generated by various methods.
method BIC Supervised

MOS 4.05 3.2

From Tab. 6 it can be inferred that human beings prefer
summaries generated by the proposed techniques than sum-
maries generated by standard speech summarization systems
based on a supervised classifier.

7. CONCLUSIONS AND FUTURE WORK

We have demonstrated an automatic speech-to-speech sum-
marization system for BN shows. The proposed approach
does not require any transcripts or reference summaries, and
summaries are generated in speech such that the naturalness
in the original signal is preserved. The proposed system gen-
erates summaries for different compression ratios withoutde-
grading the quality of the summaries. Good recall and pre-
cision scores indicate that it is possible to build extractive
speech summarization systems with performance comparable
to text summarization systems provided they have some in-
herent structure that can be identified. In future we plan to
extend this work for summarizing monologue broadcast news
shows and speeches by identifying useful acoustic cues for
summarization.
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