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ABBTRACT 

The objective of this thesis is to examine some issues 

involved in the development of a text-to-speech system for 

an Indian Language (Hindi) with special emphasis on prosodic 

features, especially, the durations of speech units. 

The function of a text-to-speech system is to convert 

an input text to a speech waveform. The design of our system 

is done keeping in mind the special features of Indian 

languages. Our text-to-speech system is based on 

concatenation approach. For this one has to decide the basic 

units for speech synthesis. The characters, which are 

orthographic representations of speech sounds in Indian 

languages, are taken as the basic units. The number of units 

is about 400. A systematic methodology is evolved to form 

carrier words from which these basic units are extracted. In 

order to obtain the flexibility needed to manipulate 

prosodic features, we coded the basic units in terms of 

parameters. The basic units are coded usir?g Linear 

Predictive (LP) technique. Our text-to-speech system 

consists of an analysis part (conversion of an input text to 

a sequence of basic units) and a synthesis part (conversion 

of the sequence of basic units to a speech waveform). The 

analysis part consists of a preprocessor and a parser. The 

preprocessor converts all abbreviations, dates, etc., to 



their spoken forms. The parser converts the preprocessed 

text into a sequence of basic units. Unlike languages like 

English or French, where letter-to-phoneme rules or 

pronunciation dictionaries are needed, this step (the 

parser) is much simpler in our system. This is possible due 

to phonetic nature of Indian languages. In the synthesis 

part, speech is generated from the prestored parameters of 

the basic units. Speech synthesis is based on LP model using 

Fant's model for excitation. Though the speech obtained 

using the above scheme is intelligible, it is far from 

natural. At the segmental level proper synthesis of 

transient sounds, especially consonants and introducing 

coarticulation between adjacent basic units are needed to 

improve naturalness of synthetic speech. At the 

suprasegmental level introducing proper prosody in the 

speech is needed to impart a natural quality. The main focus 

of this thesis is acquisition and incorporation of 

durational knowledge (one of the prosodic components) in our 

text-to-speech system. 

We have adopted an 'expert systemo approach to our 

problem. Durational knowledge is language specific. In the 

absence of any systematic study of duration of speech sounds 

in Hindi, we have made an independent study on the extent of 

durational variation of characters of Hindi in different 

contexts. From these studies and interaction with some 

phoneticians, durational knowledge is obtained. The base 

duration of a basic unit is its length in a neutral phonetic 

context. The durational knowledge relates to various effects 



such as positional effect, syllable boundary effect, 

prepausal lengthening, pause insertion and post vocalic 

consonant effect. The durational knowledge is represented 

using production systems (IF-THEN rules) . An inference 

engine (with a forward chaining control strategy) is used 

for activating the durational rules during speech synthesis. 

The durational rules modify the (base) duration of the basic 

units, depending upon their position and context in an input 

text. We have specified the rules for lengthening/ 

shortening in terms of percentages. The rules combine 

multiplicatively, if more than one rule applies for the same 

unit. After application of all durational rules, the base 

duration of each unit is adjusted to obtain the duration to 

be used during synthesis of that unit. Performance of the 

durationally guided text-to-speech system has been evaluated 

for a number of sentences. For this the quality of speech 

synthesized without and with these durational rules are 

compared, by analytical and perceptual means. These studies 

indicate that the quality of speech improves with the 

incorporation of durational knowledge. 

Throughout this thesis, the Hindi script is immediately preceded by its phonetic 

transcription. The phonetic transcription of each of the consonants and vowek in Hindi is 

given in Appendix 5. 



Chapter I t  IXFRODUCTION 

1.1 MOTIVATION FOR SPEECH RESEARCH 

As computers become increasingly ubiquitous in nearly 

all segments of society, the need for pleasant easy-to-learn 

reliable communication between these machines and their 

human users assumes great importance. There seems no doubt 

that natural language will continue to be the desired input- 

output medium for computers. We can think of natural 

language as being expressed in two major representations: 

text and speech 1 Text is widely used for both computer 

input and output, but it requires specialized equipment as 

well as skills (such as typing and reading) which many users 

do not have. By contrast speech can be used over the nearly 

universal switched telephone network, and requires little or 

no training on part of the user. It also gives a humanising 

quality to computer based systems which is increasingly 

desired. The three main areas in speech research relevant 

for improving man-machine communication are: (i) speech 

synthesis, (ii) speech recognition and (iii) speaker 

recognition. Of these the area of speech synthesis is fairly 

well advanced with a variety of successful systems developed 

all over the world. But the other two areas are more 

involved and success is limited to small restricted tasks 

like Isolated Word Speech Recognition and Speaker 



Verification systems. The research work reported in this 

thesis is related to speech synthesis. 

In Section 1.2 the problem of speech synthesis is 

introduced and various approaches to develop a speech 

synthesis system are discussed. In Section 1.3 prosody is 

defined and various prosodic features are discussed. In 

Section 1.4 an overview of the thesis is presented. 

1.2 SPEECH SYNTHESIS 

Speech synthesis from text is the problem of automatic 

generation of speech waveforms [ 2 ] .  It involves conversion 

of an input text (consisting of words and sentences) into a 

speech waveform using algorithms on coded speech data. 

Speech synthesizers (or text-to-speech systems) can be 

characterized by the nature of size of the speech units, as 

well as the method used to code, store and synthesize 

speech. Use of speech synthesis is becoming widespread, as 

the cost and size of computer memory decreases, and as more 

special purpose signal processing hardware is developed. 

Speech synthesis systems can be classified under two 

classes: (i) Voice response (or limited text-to-speech) 

systems and (ii) Unrestricted text-to-speech systems. These 

two classes are described next. 

1.2.1 Voiae Response Systems 

In case of Voice response systems, where a small 

vocabulary is needed, human speech can be recorded in either 

analog or digital form and appropriately accessed for the 



desired message. In this way excellent speech quality can be 

obtained in these systems, but the range of outputs is 

limited. The technology relevant to these schemes involves 

provision of economical storage coupled with fast and 

flexible access. Relatively little speech processing is 

performed at the expense of substantial memory requirements. 

Such systems represent one end of the space-time tradeoff 

(discussed in detail in chapter 3). Since they emphasize 

storage of (possibly coded) speech waveforms, they do not 

make use of phonemic or linguistic constraints. This is 

aimed at applications such as speaking toys, warning systems 

in machines, automatic telephone directory assistance and 

flight information systems. Voice response systems can serve 

as additional inputs to pilots, car drivers and factory 

workers, whose hands and eyes are already engaged. 

1.2.2 Unreatriated Text-to-Speeah Syatema 

Unrestricted text-to-speech (or simply text-to-speech) 

systems accept unrestricted text and convert them to speech 

waveforms. These systems typically use smaller stored units. 

There are three main advantages of text-to-speech systems 

over voice response systems [3]: (1) They allow utterances 

to be built up from a finite set of small units and as a 

result can generate any input text. (2) They permit the 

modelling of a wide range of the phonetic detail which is 

essential for production of natural speech synthesis. (3) 

They exploit to varying degrees the large (but far from 

complete) knowledge base of the correspondence between 



linguistic units and the acoustic signal, which is the 

result of many years of multidisciplinary research in 

experimental phonetics and speech acoustics. In this thesis 

we consider only text-to-speech systems. Text-to-speech 

conversion consists of two phases. First, the input text is 

processed to obtain the sequence of speech units (say 

phonemes). This will involve linguistic processing (letter 

to phoneme rules) . Fortunately for Indian languages, this 

step is much simpler due to its phonetic nature. That is 

units like characters/words are pronounced as they are 

written. The second step is to synthesize speech from the 

sequence of speech units. It is this step which involves 

many research issues. Current text-to-speech systems involve 

tradeoffs among the conflicting demands of maximising 

speech quality, while minimising memory space, algorithmic 

complexity, and computation time. Two basic approaches 

followed to develop text-to-speech systems are : (i) 

Synthesis-by-rule model and (ii) Concatenation model. 

These models are briefly described next. 

Synthesis-by-rule is the only speech synthesis 

technique that does not involve regenerating pre-analysed 

and pre-stored waveforms [ 3 , 4 ] .  The hub of this technique is 

a formant synthesizer. An input phonetic description is 

converted into a continuous set of values for the acoustic 

parameters of the speech synthesizer. The synthesis model 

delays the binding of the speech parameter set (or waveform) 

to the input text by using very deep language abstractions. 

Hence this method provides maximum flexibility. In the 



concatenation model [5], speech is produced by retrieving 

the constituent speech units from storage and concatenating 

them in proper sequence. A speech unit could be one of the 

linguistic units like a phoneme, syllable, word, etc. 

Text-to-speech systems are useful in telephone message 

services, remote access database services, automated 

factories, reading machines for the blind, speaking machines 

for the speech-impaired and several other practical 

situations. These systems are also being used as research 

tools to increase our understanding about speech. 

1.3 PROSODY 

Prosody as related to language, refers to aspects like 

rhythm, melody and stress. Prosodic features are also 

referred to as suprasegmental features of speech. These 

features are quantity (duration) , stress (intensity) and 

intonation (pitch). The terms in the brackets refer to the 

acoustic manifestation of the corresponding suprasegmental 

feature [6]. The difference between segmental and 

suprasegmental features is as follows: A segment in speech 

refers to some small chosen unit of speech. It may be a 

fixed length of speech or a sub phonemic unit or a phoneme 

or a character depending upon the language. Segmental 

features refer to the features which determine the phonetic 

quality (for example, voicing or aspiration) of a basic 

unit. A suprasegmental feature is an overlaid function of 

the segmental features, as for example, pitch is an overlaid 

function of voicing. A further difference between segmental 



and suprasegmental features is that suprasegmental features 

are established by comparison of items in sequence, whereas 

segmental features can be defined without reference to the 

sequence of segments. Unlike segmental features, 

suprasegmental features are difficult to extract 

automatically. The suprasegmental features and their effects 

at various levels are summarized in Table 1.1. 

1.4 OVERVIEW OF THE THESIS 

Having introduced the background, we now introduce the 

research problem addressed in this thesis. In Section 1.4.1, 

the approach adopted in our system is discussed. In Section 

1.4.2, the motivation for undertaking the research problem 

is given. Section 1.4.3 lists the contributions of this 

study. In Section 1.4.4, the software and hardware issues 

related to our system are briefly mentioned. In Section 

1.4.5, the organisation of the rest of the thesis is 

outlined. 

T a b l e  1 . 1  

PROSODIC FEATURES AND THEIR EFFECTS 

S u p r a s e g m e n t a l  

f e a t u r e  

Q u a n t i t y  

T o n a l  

S t r e s s  

A c o u s t i c  

f e a t u r e  

D u r a t i o n  

P i t c h  

Loudness  

Linguistic f u n c t i o n  

word  l e v e l  

Q u a n t i t y  

Tone  

U o r d  s t r e s s  

s e n t e n c e  l e v e l  

Tempo o r  Rhy thm 

I n t o n a t i o n  

S e n t e n c e  s t r e s s  



1.4.1 Approach Adopted in our Text-to-Speech System 

Concatenation models based on prestored units generally 

take more space than synthesis-by-rule models. Furthermore, 

concatenation models are less flexible than synthesis-by- 

rule models. This is because the acoustic information in the 

prestored units is originally extracted from a single 

speaker making it difficult to change the voice qualities. 

On the other hand, a concatenation model frees the rule 

writer from having to predict the spectral information that 

is already present in the prestored units. The rule writer 

can concentrate on prosodic rules only. Moreover the 

construction of a synthesis-by-rule system requires . a much 

larger period of time. We have adopted the concatenation 

model for our text-to-speech system. 

As mentioned earlier, in the concatenation model speech 

is produced by concatenation of some prestored basic 

units corresponding to the input text. The block diagram of 

a text-to-speech system based on concatenation model [ 2 ]  is 

shown in Fig. 1.1. The input to the system can be from a 

keyboard or an optical character recognition system or 

a data base. The speech unit could be one of the 

linguistic units like a phoneme, syllable, character, word, 

etc. A sequence of speech units corresponding to the input 

text is extracted by lexical access routines. These routines 

may be based on dictionary lookups or on letter-to-phoneme 

rules, or on both. The speech units may be stored in the 

form of raw signal data (waveform concatenation model) or 

in the form of parameters (parameter concatenation model). 



Concatenation routines generate speech by concatenating the 

speech units (or their parameters). These routines take into 

account segmental variation (using concatenation rules) as 

well as suprasegmental variation (using prosodic rules). We 

are developing a text-to-speech system based on parameter 

aonaatenation model for Indian languages. The reasons for 

selecting this model are given in Section 4.2. 

1.4.2 Motivation for the Current Researah Problem 

The issues involved in developing a text-to-speech 

system based on parameter concatenation model are as 

follows: (1) One has to decide the basic units for speech 

synthesis. (2) Speech data for all the basic units in a 

language are collected. (3) The speech data for each basic 

unit is coded in terms of parameters. (4) The input text is 

analysed to obtain a sequence of basic units. (5) Speech is 

generated from the parameters of the basic units. Though the 

speech obtained using the above scheme is intelligible (as 

will be seen in later chapters) , it is far from natural. 

 his is because mere concatenation of the basic units does 

not capture the coarticulation present at the transition 

across two basic units, in continuous speech. Coarticulation 

refers to changes in articulation and acoustics of a phoneme 

due to its phonetic context. Apart from coarticulation, 

proper prosody is also to be introduced in the synthetic 

speech to improve naturalness. This thesis addresses issues 

related to acquisition and incorporation of durational 

knowledge, which is one of the prosodic components, in our 



text-to-speech system for Hindi. 

1 . 4 . 3  Contributions of this Study 

The contributions of this study are as follows: 

1. Choice of characters of Indian languages as the basic 

units 

2. Collection of speech data for the basic units for Hindi 

3. Development of a text-to-speech system based on parameter 

concatenation model 

4. Acquisition of durational knowledge for Hindi, 

5. Incorporation of the durational knowledge in our text-to- 

speech system for Hindi 

6. Performance evaluation of the durationally guided text-to 

-speech system for Hindi. 

Fig. i.i Block diagraM of a  text-to-speech 

system based on concatenation ~ o d e l  



1.4.4 Implementation Issues 

The text-to-speech system for Hindi has been developed 

on a VAXSTATION II/GPX computer running under VMS operating 

system. The VAXSTATION system provides an excellent 

environment for performing signal processing work. It 

consists of the VAXlab hardware (A/D converter, D/A 

converter and a real time clock) and the LABstar software 

routines. We have made extensive use of LABstar software 

such as LABstar Input Output (LIO) routines, LaBstar 

Graphics Package (LGP) routines, and the Graphical Kernel 

System (GKS) routines. A brief description of the relevant 

aspects of the VAXlab hardware and the LABstar software is 

given in Appendix 1. The software for the text-to-speech 

system is written in Pascal and FORTRAW 77. It consists of 

about 8000 lines of program code. We have adopted a modular 

approach in the design of our text-to-speech system. This 

enables us to make incremental changes to any module and 

integrate it to the rest of the system easily. 

1.4.5 organisation of the Thesis 

The rest of the thesis is organised as follows: Chapter 

2 gives a review of the work related to the incorporation of 

durational knowledge in text-to-speech systems. Chapter 3 

discusses various issues concerned with the choice of the 

basic unit as well as guidelines for collection of speech 

data for these basic units. Chapter 4 discusses the design 

of our text-to-speech system for Hindi based on parameter 



concatenation model. Chapter 5 discusses issues pertaining 

to the acquisition and incorporation of durational knowledge 

in our text-to-speech system for Hindi. Chapter 6 gives 

results on performance evaluation of the durationally guided 

text-to-speech system for Hindi. Chapter 7 presents 

conclusions of this study. 

Throughout this t h i s ,  the Hindi script is immediately preceded by its phonetic 

transcription The phonetic transcription of each of the consonants and vowels in Hindi is 

given in Appendix 5. 



Chapter 2: REVIEW OF EARLIER WORX RELATED TO USE OF 

DURATIONAL KNOWLEDGE I1 TEXT-TO-BPEECEI BYSTEMS 

2 . 1  INTRODUCTION 

Though phoneticians have performed studies on durations 

of speech sounds for the past few decades, the use of 

durational knowledge in speech synthesis and speech 

recognition systems is confined to the last fifteen years or 

so. In recent years this has become an active research area. 

In speech synthesis, its use leads to more natural quality 

speech, while in speech recognition it can assist the other 

modules (such as acoustic-phonetic and lexical) in 

disambiguating the alternatives at various stages by 

providing meta level cues. This chapter discusses the 

research work related to the use of durational knowledge in 

text-to-speech systems for (a) Foreign languages and (b) 

~ n d i a n  languages. Section 2.2 summarises the studies 

undertaken to examine the durational behaviour of speech 

sounds. In Section 2.3 we describe the approaches adopted by 

some text-to-speech systems to incorporate durational 

knowledge. 



2 . 2  BTUDY OF DURATIONAL BEEAVIOUR OF SPEECH BOUNDS 

2.2.1 Durations of Bpeeah Unit8 in Foreign Languages 

A lot of studies are available in literature that 

examine the durational behaviour of speech sounds in 

connected and continuous speech. Huggins 173 has examined 

the use of timing information in identifying the various 

speech sounds in continuous speech. These perception stadies 

may give useful clues for both speech synthesis and speech 

recognition. Oller 181 has determined for English that there 

is more durational increment in the vowel portion than for 

consonants in word final syllable. Word final lengthening is 

also determined to be true for all types of intonation: 

interrogative, declarative, and imperative, etc. Crystal [9] 

gives statistical results on average durations of various 

segments of speech, as determined by a 'read8 speech by one 

or more speakers for a particular text material in English. 

These studies do not address the issue of modelling duration 

for a text-to-speech system or speech recognition system. 

Nevertheless, these studies give some clues on the nature of 

durational effects of speech sounds in various contexts. 

Crystal and House 110, 111 give an overview of the findings 

on vowel and consonant durations in English, with a view to 

use these results in a speech recognition system. A study on 

vowel and consonant durations in English with a motivation 

for use in a speech synthesis system at Bell Laboratories 

was done by Umeda 1121. A text-to-speech system based on 



articulatory model, using Umeda's results is described in 

[13]. Most of these studies have been performed by hand 

segmentation of the speech data and manual analysis of the 

measurements taken thereafter. An approach to automate this 

process is described in [14]. This method has been used to 

study the durational structure of Swedish. 

Vaissiere [15] has investigated the similarities in 

form and function of prosody among diverse languages. She 

has reviewed a number of striking acoustic similarities in 

the suprasegmental aspects of neutral sentences in different 

languages, together with physiological explanations for 

them. According to her, suprasegmental features like 

prepausal lengthening, fundamental frequency rise and fall 

and intensity peaks among others are common across numerous 

languages. 

2.2.2 Durations of Speeoh Units in Indian Languages 

some literature on the study of durations of speech 

sounds in Indian languages is available. These studies have 

been performed by phoneticians. Reddy [16] has examined the 

durational structure of Telugu speech sounds. The paper 

discusses factors such as intrinsic duration of all the 

vowels and consonants, the relevance of position in an 

utterance, the influence of neighbouring sounds and the 

number of sounds per syllable in the utterance. Among the 

significant findings are that plosives increase in duration 

as their place of articulation (POA) shifts back in mouth 

whereas nasals decrease in duration as their POA shifts back 



in mouth. Savithri [17] has examined the durational 

behaviour of speech sounds in Kannada. She has determined 

that the vowel duration is influenced by the voicing, 

aspiration, clustering, POA and nasality of the following 

consonant. She also hypothesizes that speakers try to 

maintain equal duration for each syllable. Thus if the vowel 

duration is longer, the following consonant is shorter and 

vice versa. There are not many studies on durational aspects 

of Hindi speech sounds. Maddieson and Gandour [18] in their 

study on duration of Hindi speech sounds showed that the 

voicing and aspiration of the PVC increase the vowel 

duration. 

These studies in Indian languages have been performed 

by phoneticians who obviously were not keeping in mind its 

application in a text-to-speech system. Without this 

motivation these remain mere stat istical results which 

cannot be directly used in constructing rules for a text-to- 

speech system. However these results do indicate the 

presence of a number of durational variations in Indian 

languages and hence give useful clues about the kind of 

durational effects to be examined. 

2.3 SOME TEXT-TO-SPEECH SYSTEM8 INCORPORATING 

DURATIONAL KNOWLEDGE 

2.3.1 Text-to-Speech Systems for Foreign Languages 

Some of the text-to-speech systems incorporating 

durational knowledge are given in Table 2.1. All these text- 



to-speech systems have grouped their rules into two main 

sets. The first set converts the input text into a linear 

string of basic units (for example phonemes). This part 

essentially consists of a preprocessor which translates 

abbreviations, symbols, and digits into words before 

invoking letter-to-phoneme rules. The second set uses the 

information in the phonetic string to produce values for a 

speech synthesizer. This part typically involves assignment 

of pitch and duration to each phonetic unit, based on a set 

of rules, and then using a model such as linear prediction 

or formant synthesizer to synthesize speech. Although 

existing text-to-speech systems all share these two basic 

rule components, the strategies used within the two 

components differ widely. They differ in the kinds of units 

on which synthesis is based, in the balance maintained 

between rules and dictionary lookups, in the way the vocal 

tract is modelled (articulatory or vocoder type) and in the 

kind of prosodic rules used (for generation of pitch and 

duration values). For instance, within systems that analyze 

words into morphs (on an average there are roughly two 

morphs per word in English) , one again finds different 
strategies. The MITalk system [4] breaks words into morphs 

via an extensive morph dictionary (12000 entries) and it 

generates pronunciations primarily on the basis of morph 

pronunciations extracted from the dictionary. On the other 

hand, the SRS system developed at Cornell University 1211 

predicts morphs with a set of about 200 context dependent 

rules and they generate pronunciations primarily by another 



set of rules. We now look at how each of these text-to- 

speech systems mentioned earlier have handled the issue of 

incorporating durational rules. 

Tablo 2.1 
SOME TEXT-TO-SPEECH SYSTEMS INCORPORATING 

DURATIONAL KNOWLEDGE 

In his classic paper, Klatt [22] examines a number of 

factors pertaining to durational patterns in spoken 

sentences for English. This paper is a forerunner to the 

durational model used in the MITalk system. Each unit is 

assigned an inherent duration. Rules involving segmental 

durations multiply durations by scale factors. Klatt's model 

was based on 'percent-change' model, which states that a 

unit changed to P1% of its inherent duration by the 

application of one rule, and to P2% by application of a 

different rule will be changed to (PI times P2)% of its 

inherent duration, if the conditions are met for applying 

both rules. Klatt further proposed a minimum duration for 

all units (incompressibility of segments), stating that this 

minimum duration is required to execute a satisfactory 

articulatory gesture for intelligibility of that unit. The 

duration of various segments are modified by various rules 

System 

MITalk for English [4] 
French text-to-speech [5] 
Japanese text-to-speech 
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according to Eq. (2.1) . 
D = K * (Dim - Dmin) + Dmint (2.1) 

where Dinh is the inherent duration, Dmin is the minimum 

duration for the particular unit, and K is a multiplication 

factor specified in each rule. The value of K is between 0 

and 1 for a shortening rule and greater than 1 for a 

lengthening rule. Klatt's model is distinctly different from 

Umeda's [12]. Umeda's model involves fixing a number of 

parameters in an equation to predict vowel durations. This 

process is cumbersome. On the other hand, Klatt' s model is 

more intuitive and appealing. The MITalk system has adopted 

Klatt's model for incorporating durational knowledge. The 

rules in the MITalk system cover pause insertion rules, 

phrase final lengthening, polysyllabic shortening, post 

vocalic consonant (PVC) effect and shortening in cluster 

environments among others [4]. 

The French text-to-speech system [5] bases its set of 

rules on a study performed by D. OfShaughnessy [23]. His 

study was motivated by the need for using these rules in a 

speech synthesis system for French. Among the most 

significant findings, the vowel duration varied widely as a 

function of the ensuing consonant. Also, the consonants 

could shorten or lengthen within clusters depending upon the 

difficulty of articulation and the proximity of the paints 

of articulation. The French text-to-speech system proposes a 

'base' duration for each unit. Each rule then specifies a 

percentage factor to modify the base duration, in case the 

conditions for applying the rule are met. Another 



significant study on use of duration for a French text-to- 

speech system was done by Bartkova [24]. Bartkova has 

developed a set of rules using data obtained from a number 

of speakers. This was distinctly different from earlier 

studies of Klatt and Shaughnessy, where the durational rules 

were obtained from speech corpus pertaining to a single 

speaker. Bartkova proposed a model based on #base8 duration 

similar to Shaughnessy8s, but the exact equations for 

predicting durations are different. 

In case of Chinese and Japanese text-to-speech systems, 

more emphasis is placed on pitch concatenation rules, 

perhaps due to tonal nature of these languages. 

Nevertheless, the Japanese system 1191 uses a subset of the 

already familiar durational rules covered exhaustively 

elsewhere [22,23]. The Chinese text-to-speech system [20] 

uses a very simplified approach for durational rules. It 

assigns a fixed duration (some average value) for each 

syllable and has a few rules for change of this duration 

value based on its context in the given text. Interestingly 

these rules do not conform to the pattern used in other 

systems seen earlier. Rather it uses some adhoc rules 

obtained from observing the durational pattern in a 

particular speech corpus. 

2.3.2 Text-to-Bpeech Byatema for Indian Languages 

As seen earlier in Section 2.2.2, the study of prosody 

in Indian languages is quite limited. To our knowledge, 

there is no working text-to-speech system incorporating 



prosodic rules for Indian languages. This area is therefore 

still in its infancy in India. This thesis serves to bridge 

this gap by developing a text-to-speech system for Hindi 

which incorporates knowledge pertaining to one of the 

prosodic components, namely duration of speech sounds. 



Chapter 3: BASIC UNITS FOR SYNTHESIS 

3.1 INTRODUCTION 

The function of a text-to-speech system is to convert 

input text to a speech waveform. The input text consists of 

a string of letters joined together to form words and 

sentences. In order to develop a text-to-speech system, one 

has to decide the basic units. The choice of a basic unit 

involves a space-time trade-off as will be discussed in 

section 3.2. We have selected characters (defined in Section 

3.2) of Indian languages as basic units for our system. The 

choice of characters as basic units exploits the phonetic 

nature of Indian languages. Once the basic units are 

decided, the speech data for these units is collected. For 

this, issues such as the choice of carrier words and the 

format of carrier words are discussed in Section 3.3. 

3.2 CHOICE OF THE BASIC SPEECH W I T  FOR OUR TEXT-TO-SPEECH 

SYSTEM 

The basic speech unit for an unrestricted text-to- 

speech systems could be one of the following: (a) Sentence, 

(b) Word, (c) Syllable, and (d) Phoneme. The choice of the 

basic speech unit involves a trade-off between the size 

of memory needed to store all the units and the computation 

required during synthesis. This is because, if the size of 



the unit is large, then the number of units in the language 

increases and hence large memory is needed to store them. On 

the other hand, if the size of the unit is small, then the 

effects of coarticulation among these units increase 

resulting in increased computation during synthesis. The 

choice of the basic unit is discussed for each of the above 

cases : 

1. Sentence: The advantage is that it will take care of 

all the prosodic features, including intonation. But the 

number of sentences is extremely large (greater than 10') 

for a given language. So choice of sentence as a basic unit 

is not feasible. 

2. Word: The number of words in a language will be very 

large (order of lo5). If one includes all inflections and 

proper names, then it will be of order of lo6 [25]. Even if 

unlimited memory were available, the stored words would be 

an incomplete coverage of all possible vocabulary words. 

This is because new words (other than proper names) are 

being added every year. So this approach is not practical. 

3. Syllable: In the case of syllables, most of the 

coarticulation effects are preserved and the number of units 

is not very large (of order of lo4). But the definition of 

syllable is not precise, and extracting the syllables from 

the text is not straightforward. Moreover coarticulation 

between syllables and words has to be taken into account. 

4. Phoneme: A phoneme is a vowel or a consonant sound 

of a language. There are only about 40 or 50 phonemes in a 

language, so it is not unreasonable to store all the 



phonemes of a language. However the problem with phonemes is 

that a single phoneme actually has different acoustic 

properties depending upon what phonemes precede or follow it 

and depending upon its position in the syllable. It is 

important to reproduce these variations t o  achieve 

intelligible, natural sounding speech. For this a large 

number of rules are needed. So the selection of phoneme as a 

basic unit involves a tedious process of collection of a 

large number of rules. 

To alleviate the problem of coarticulation between 

phonemes, some alternative units such as diphones, dyads, 

and demisyllables have been suggested [ 2 5 ] .  These units take 

care of many phoneme transitions and hence these lie 

intermediate in size and number between syllables and 

phonemes. For Indian languages, which are phonetic in 

nature, the characters are generally the orthographic 

representations of speech sounds. A character in an 1ndian 

language is close to a syllable, and it is more precise in 

definition. A character lies between a syllable and a 

phoneme in size and number. A character in most of the 

Indian languages represents a speech sound in the form of V 

or C or CV or CCV or CCCV, w h e n  V and C refer to a vowel 

and a consonant respectively. In case of characters most of 

the coarticulation effects (at CV and CC boundaries) are 

preserved, and the number of units also is not large. 

Moreover, the characters can be extracted from the text by 

simple parsing, taking into account a few exceptions. This 

is possible due to the phonetic nature of the Indian 



languages. Therefore characters are chosen as the basic 

units in the present implementation of our text-to-speech 

system. 

The number of vowels and consonants in an Indian 

language is about 10 and 30 respectively. The total number 

of characters is about 5000. Out of these, the number of 

cluster characters (CCV and C C W )  is very large. We found 

out by experimental studies that the coarticulation effect 

between two adjacent consonants in a cluster is not 

significant. Therefore the cluster characters can be 

generated from the constituent CV combination and the other 

consonant(s). For example, the cluster character pya: (Vl) 

can be generated by concatenating the consonant p ( )  and 

the CV combination yr: ( ) This results in a great 

reduction in the number of basic units (from 5000 to 350) 

and hence in the storage required. Therefore the basio units 

in the present implementation of the text-to-system are: 

(a) Isolated vowels (V) , such as 8: (N) , i . ( 5 )  , etc. 
(b) Isolated consonants (C) , such as k ( tfj ) , iS ( ST,) , 

etc. 

(c) Consonant Vowel combination (CV), such as ka: (m), 
i6a ( X ) ,  etc. 

The justification of using C,V and CV units as basic units 

instead of C and V units only is given below. The duration 

of the vowel is not only dependent upon the following 

consonant (PVC effect described later) but also on the 

preceding (or carrier) consonant too. This has been proved 

by measuring the duration of a: in the characters na: ( T ) ,  



pat (QT) and khar (W) in the words nartar ( 4 )  patta: 

(m ) and kha: ta: ('m ) , respectively, which have been 
embedded in identical continuous sentences and each repeated 

four times. The durations of at in nat ,  pat and kha: were 

found to be 125, 107 and 84 ms, respectively. It may be 

mentioned here that the coarticulation at CV boundaries is 

more prominent than in other three cases, namely, W, CC and 

VC. So the advantage of taking C,V and CV as the basic units 

is that we are automatically taking care of coarticulation 

(which includes durational variations) at CV boundaries. 

3.3 COLLECTION O? SPEECH DATA FOR TIfE BASIC UNITS 

Speech signal corresponding to the basic units is 

collected using an interactive speech digitizer cum editor 

package with provision to display, edit, save and playback 

the digitized data (see Appendix 2). The data is collected 

using carrier words containing the basic units. In Section 

3.3.1, the choice of carrier words to extract the basic 

units is discussed [ 2 6 ] .  In Section 3.3.2, the format of 

carrier words is specified for each category of basic units 

along with examples. 

3.3.1 Choiae of Carrier Words 

The basic units are extracted from carrier words spoken 

in isolation. Regarding the choice of carrier words there 

are two options: (i) meaningful words and (ii) nonsense 

words. We have selected nonsense words as carrier words 

because of the following reasons: 



(1) In the case of nonsense words, the carrier words 

can be spoken subject to certain constraints ('readingt mode 

of speaking, flat and a constant pitch), which are necessary 

while following the concatenation model [24]. This may not 

be possible in the case of meaningful words, where 

undesirable prosodic bias may be introduced subconsciously 

by the speaker. 
II 

(2) The nonsense words allow us to quickly form a 

suitable carrier word to make the extraction of the basic 

units easier. This is a major advantage over meaningful 

words. For instance, the word medial CV combination is 

easier to extract when it is followed by a stop consonant 

rather than a nasal or a semivowel, since the beginning of 

the closure portion (which is the endpoint of the CV unit) 

of the following stop is prominent in the speech signal. 

Some examples of basic units along with carrier words, which 

will illustrate this point, are given in Section 3.3.2. 

From the point of view of incorporating prosodic 

features during synthesis, it is imperative that the stored 

basic unit be devoid of any prosodic bias. This is because 

the same basic unit will be used in all types of contexts in 

the given text (incorporation of propmr prosody is then 

taken care by context-sensitive rules). Hence the carrier 

words are selected such that the effects of coarticulation 

between adjacent character sounds are minimal. For this 

certain guidelines are followed in forming the carrier words 

(see Section 5.4.2 on base duration) . The durations of the 
extracted basic units can be considered as their 



corresponding default durations. Depending upon the context 

of the basic units in the given text, various durational 

rules modify their default durations. 

3.3.2 Format of Carrier Words 

Based on the points mentioned in Section 3 3 1 some 

guidelines for selecting the carrier words to extract the 

various basic units in our text-to-speech system have been 

evolved. These are as follows: 

Let S be a set containing the stop sounds in Hindi 

which are unvoiced as well as unaspirated. That is, 

S = (k8altltlP) 

Each carrier word contains 3 characters and has the 

following form : C1 C2 C3. For CV units, C1 is any 

character, C2 is the desired basic unit and C3 is a stop 

consonant belonging to set S. For example, kama:t ( ) 

is a carrier word for mat ( FlT ) . For C units, C1 is any 
character, C2 is a CV type character in which C is the 

desired basic unit and V is the vowel a ( m ,  and C3 is a 

stop consonant belonging to set S. For example, kamat(ZFF) 

is a carrier word for m ( 1 .  For V units, C1 is the 

desired basic unit, C2 is a stop character where the 

consonant belongs to set S t  C3 is any character. For 

example, aukat ( d7$X ) is a carrier word for au (A  . There 
are some exceptions in the case of C and CV units which are 

described below: 



(1) Basic units in which C is y (zy): 

It is difficult to extract this semivowel in word 

medial position, since it merges with the preceding 

vowel. So the basic units involving y are extracted 

from carrier words in which the basic unit appears in 

the word final position. In this case, C1 is any 

character, C 2  is a stop (with inherent vowel 

suppressed), and C3 is the desired basic unit. For 

example, katyo: (&) is a carrier word for yo: ($1 . 
(2) Basic units in which C is r (<):  

The waveform for basic units involving the trill r 

typically has three parts. First, there is a period of 

voicing followed by a short silence region and finally 

a voiced part. It is difficult to extract r in the word 

medial position, since its first part (voiced region) 

merges with the preceding vowel. Hence, the basic units 

involving r are extracted from carrier words in which 

the basic unit appears in the word beginning position. 

In this case C1 is the desired basic unit, C2 is a 

stop character where the consonant belongs to set S, 

and C3 is any character. For example, ra:kat ( w d  ) 

is a carrier word for rat (n). 
(3) Basic units in which C is h ( 5 ) :  

The reason for choosing h in word beginning is 

that its unvoiced portion becomes very short if it 

appears in word medial position. So the basic units 

involving h are extracted from carrier words in which 

the basic unit appears in the word beginning position. 



In this case C1 is the desired basic unit, C2 is a stop 

character where the consonant belongs to set S t  and C3 

is any character. For example, h i k a t  ( 'k. ) i s a 

cakier word for h i  (ft) . 
(4) In certain cases (some case markers and clause 

connectors) a character may appear as a standalone 

word as well. Some examples are kat (m) , h a i  ( F )  , k i  

(%) etc. In such cases the carrier word is the 

standalone character spoken in isolation. 

3 . 4  SUMMARY 

In this chapter we have discussed the issues related to 

the choice of the basic unit in our text-to-speech system. 

We found that the characters, which are orthographic 

representations of speech sounds in Indian languages, are 

ideally suited as basic units. The characters of the form C, 

V and CV are the basic units. We have also outlined the 

procedure used to collect speech data for the basic units. 

We have extracted the basic units from carrier words spoken 

in isolation. Some guidelines have been followed in forming 

the carrier word so that the basic unit is minimally 

influenced by adjoining characters. The format of carrier 

words for each category of the basic units (that is C,V and 

CV) is also given. To summarise, in this chapter we have 

seen how the basic units for our text-to-speech system have 

been compiled. In the next chapter we shall discuss the 

design of our text-to-speech system. 



Chapter 4: A TEXT-TO-SPEECH SYSTEM FOR HINDI 

4.1 INTRODUCTION 

In this chapter, the design of a text-to-speech system 

for Hindi is described in detail. The design of the text-to- 

speech system is modular. This enables us to make changes to 

a single module and easily integrate it into the rest of the 

system. As discussed in Chapter 3, characters are the basic 

units in - -. our system. - We have adopted parameter concatenation 

model based on Linear Prediction (LP) Coding for our text- 

to-speech system. The reasons for selecting this underlying 

model is discussed in Section 4.2. In Section 4.3, the 

procedure used to code the basic units in terms of 

parameters is described. In Section 4.4 we describe the 

actual text-to-speech system wherein the input text is 

converted to a speech waveform after several stages of 

processing. 

4.2 UNDERLYING MODEL OF OUR TEXT-TO-SPEECH SYSTEM 

As mentioned earlier, we have adopted the concatenation 

model for our text-to-speech system. The basic speech units 

may be stored in the form of raw signal data (waveform 

concatenation model) or in the form of parameters (parameter 

concatenation model). In the waveform aonaatenation model 

[27], the system retrieves prestored digitized speech data 

corresponding to the basic speech units in the text and 



concatenates them in proper sequence to produce speech. 

Although the synthetic speech is intelligible, the method 

has the following disadvantages: (1) It requires large 

memory to store all the basic units (about 4 to 6 KB for a 

typical CV unit). (2) It is not possible to incorporate 

segmental variation due to adjacent characters. (3) It is 

not possible to incorporate suprasegmental (prosodic) 

variation like intonation (pitch) and rhythm (duration) . In 
the parameter aonaatenation model 1281, the basic units are 

coded using parameters and speech (corresponding to a given 

text) is synthesized from the parameters of the basic units. 

The parameter concatenation model could use models of speech 

such as (i) Linear Predictive model, or (ii) formant based 

model. Since speech is coded using parameters, the 

parameter concatenation model requires less memory (about 

600 to 1000 bytes for a typical CV unit) to store all the 

basic units. More importantly, the parametric form 

represents an abstraction of the speech waveform to a 

representation where the prosodic features such as duration, 

intonation and stress can be more easily incorporated to 

obtain more natural speech. But this is at the cost of 

increased computation needed to reconstruct speech waveform 

from its coded representation. We have adopted the parameter 

concatenation model for our text-to-speech system. The 

parameters are coded using Linear Prediative (LP) technique 

[29]. The basic idea behind LP coding is that a speech 

sample can be approximated as a weighted linear combination 

of the past few speech samples. By minimizing the sum of the 



squared differences between the actual' speech samples and 

the linearly predicted ones, a unique set of predictor 

coefficients can be determined. These predictor coefficients 

(LP coefficients) are the weighting coefficients used in the 

linear combination. The speech production model for LP 

coding is shown in Fig. 4.1. The excitation to the system is 

periodic for voiced sounds and a sequence of random numbers 

for unvoiced sounds. The excitation is fed to a time-varying 

digital filter, which models the vocal tract, to generate 

speech. LP ' coding has the advantage of achieving good 

quality speech at low bit rates. It is known that the LP 

mode1 can generate natural speech for all speech sounds, 

except for nasals and voiced fricatives [2]. Since Hindi 

does not have voiced fricatives, the choice of LP model for 

speech synthesis in our case is reinforced. 

4.3 CODING OF BASIC UNITS I# TERMS OF PARAMETERS 

We have used a 14th order LP model for our taxt-to- 

speech system. Speech is digitized at 10 kHz sampling rate. 

The speech is first pre-emphasised and then windowed using a 

Hamming window before extracting the parameters. Pre- 

emphasis is done to compensate for the fall-off at high 

frequencies due to glottal roll-off. This is done by 

differencing the digitized data s(n) using Eq. (4.1). 

y(n) = s(n) - 0.9 * s(n-1) ( 4  1) 

If speech is to be reconstructed using data from pre- 

emphasised speech, the final synthesis stage would require 

the inverse operation of de-emphasis, which restores the 



proper dynamic range. A 256-sample analysis frame (25.6 

msec) with a shift of 64 samples, is used for extraction of 

the parameters. So parameters are extracted for every 64 

samples (6.4 msec) for all the basic units in the language. 

The extraction of the three parameters, namely pitch, gain, 

and LP coefficients are described next. 
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4 . 3 . 1  Extraction of Pitch 

Extraction of pitch for each frame involves two steps. 

Firstly it has to be determined whether the frame is voiced 

or unvoiced. Secondly if the frame is voiced, then the pitch 

period is computed using some algorithm. 

Voiced/unvoiced ( V / W )  decisions are made based on the 

autocorrelation function and the energy value in that 

frame. A number of algorithms [30,31] have been tried to 

automate the pitch extraction. In all these cases V/UV 

decisions are not reliable. In the present implementation, 

the SIFT algorithm [32] is used to obtain a rough pitch 

contour. The pitch contour is hand-edited wherever 

necessary. For editing the pitch contour, the pitch contour 

for the basic unit is displayed along with the corresponding 

waveform. In regions of voicing the trend in the pitch 

values is first noted, and in places where the pitch is 

clearly wrong the pitch value is set to an average of the 

values in the neighbourhood. In unvoiced regions, the pitch 

period value is set to zero. 

4.3.2 Extraction of Gain 

The gain for each frame is determined from the 

residual obtained by the autocorrelation method [29]. The 

gain is computed by taking the sum of the squared values of 

the residual signal and averaging it over a pitch period in 

the case of voiced frames and over the frame length (256 

samples) in the case of unvoiced frames. The gain contour is 

median smoothed. The gain contour is hand-edited in certain 



cases (voiced regions of stops, nasals and trill). 

4.3.3 Extraotion of LP Coeffiaiento 

A set of 14 parameters (LP coefficients) are used to 

model the vocal tract system. The LP coefficients are 

computed using autocorrelation method [29]. 

4.4 SYNTHESIS OF SPEECH FROM UNRESTRICTED INPUT TEXT 

Our text-to-speech system consists of an analysis part 

(conversion of input text to a sequence of basic units) and 

a synthesis part (conversion of the sequence of basic units 

to a speech waveform). The overall block diagram of our 

system is shown in Fig. 4.2. The analysis part consists of 

three stages: (1) Text input, (2) Preprocessor and (3) 

~xtraction of basic units. These stages are discussed in 

Sections 4.4.1 to 4.4.3. The synthesis part is described in 

section 4.4.4. ISSCII (1ndian Script Standard Code for 

Information Interchange) is a standard way to code the 

Indian scripts [33]. 

4.4.1 Text Input 

Input: Hindi Text 

Output: Sequence of ISSCII codes 

For example, the string of ISSCII codes for jyortiair 

kar aunarr * ( ~ r & f h &  3- 4 ) is: 75, 120, 98, 

118, 82, 109, 105, 110, 32, 69, 108, 32, 73, 111, 86, 108, 

103, 46. * (ISSCII code is 46) is entered by the user to 
denote the end of text. 



This is the first module of our text-to-speech system 

[27]. The input to the module is a text in an Indian 

language entered from an Indian Script Video Terminal 

(ISVT). The text is entered through the keyboard or taken 

from a prestored file. The ISVT allows the user to enter 

text in any one of the following eight scripts: Hindi, 

Bengali, Assamese, Tamil, Telugu, Oriya, Gujarati and 

Malayalam. The ISVT is set to on-line mode and used as a 

terminal to the VAXSTATION system. There are two ways to 

represent the Indian script : the 8-bit ISSCII code and the 

7-bit ISSCII code. In the former, the Indian characters are 

represented after the English characters (i.e. after code 

128). In the 7-bit code the Indian characters are 

represented in place of the English characters. The 7-Sit 

representation is better because it permits compatibility 

with systems which normally take only English characters. We 

have used the 7-bit representation for our system. Some 

characters may have more than one byte code to represent 

them. For example, the code for the character yor n (&) is : 

98, 118, 66. Half consonants are represented by the 

consonant code followed by halanth ( y ) .  The ISSCII code for 

halanth is 120. Some secondary characters are obtained when 

the primary character is followed by nuktha (T). The ISSCII 

code for nuktha is 122. For example, the code string for the 

character s ( G )  is: 75, 122. 

An important point to be noted is that the ISSCII 

representation is standard for all Indian languages. For 

example, $ (ka) in Hindi and (ka) in Telugu have the same 



ISSCII codes. Thus it is easy to modify this module of the 

text-to-speech system for any Indian language. 
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4 .4 .2  The Preproaeaaor 

Input: Sequence of ISSCII codes 

output: Sequence of ISSCII codes 

For example, if the input string of ISSCII codes is: 

99, 111, 46, 32, 49, 50, 48, 46, 52, 53 (that is, 5 .  

120.45) , then the output string of ISSCII codes is : 99, 

101, 110, 106 (that is, rupyet 0-Jt  sou bi:s peiae: 

In this module, the text is preprocessed to locate non- 

phonetic strings (such as numerals and abbreviations) which 

are then replaced by their spoken forms [28]. The 

preprocessor for our text-to-speech system is designed to 

take care of the following cases: 

(a) Expand abbreviations to their word forms. 

Eg: da:n (3 ) is expanded to datktar ( ) 

pan (v)  is expanded to pan$it ( ) 

(b) Convert numerals to their word form. 

Eg: 120.45 is expanded to: ek sou bits dasamlav aa:r 

(c) Convert a year from number form to word form. 

Eg: iT;r 1947 is expanded to: san unni:a sou aeinta:li:a + * * *) 
(d) Convert currency to their word form 

Eg: T r .  12.35 is expanded to: rupyet batrah peiaer 



The data structure, which the preprocessor uses to 

expand abbreviations, is given in Fig. 4.3. Some commonly 

occurring abbreviations along with the corresponding 

expansions (both represented as strings of ISSCII codes) is 

read from a file ABBR.TXT (see Appendix 4) and stored in a 

lookup table. The data structure is a hash table indexed by 

the consonant indices (0-32). Each hash table element (that 

is, each consonant index) points to an array of 

abbreviations and expansions, which begin with the 

particular consonant. When a character is encountered at the 

word beginning position (while scanning the input text), 

the subsequent word is compared with every abbreviation 

starting with that particular character (facilitated by the 

hash table pointer). If a match is found, the corresponding 

expansion replaces the abbreviation in the text. 

The data structure used by the preprocessor to handle 

numbers, years and currency is given in Fig. 4.4. The words 

corresponding to numbers from 0 to 99 are read from a file 

NUMEXP. TXT (see Appendix 4) , and stored in a lookup table. 
When the preprocessor comes across a digit, it stores all 

the digits before the decimal point (if any) in an array. If 

the number is preceded by the word .an ( W  ) ,  the number 

denotes year. If the number is preceded by the word ru (i;), 

it denotes currency. The corresponding word is accessed with 

the help of the lookup table and padded with appropriate 

multiples like ka~ord (&) ,  larkh (M)  , etc. If there .- . 
is a decimal point, the word dagamlav ( 3 v )  or poi80 8 
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(w ) is padded. Next, the digits after decimal point are 

replaced by their word forms. 

C O N S O N Q N T  

I N D E X  

Q R R Q Y  OF 

P O I N T E R S  

a b b r e v i a t i o n  i 

s t a r t i n g  w i t h  

c o n s o n a n t  k 

its e x p a n s i o n  

a b b r e v i a t i o n  N 

s t a r t i n g  w i t h  

c o n s o n a n t  k 

its expa.nsion 

Q R R Q Y  OF 

I S S C I I  C O D E S  

Fig. 4.3. D a t a  S t r u c t u r e  u s e d  by t h e  p r e p r o c e s s o r  

t o  h a n d l e  a b b r e v i a t i o n s  



Spec i a1 

cases 

FIRRFIY OF 

POINTERS 

Word corresponding 

to the n u ~ b e r  El 

Words corresponding 

Word corresponding 

to s o u  c G+ > 

Words corresponding 

to rest of the 

special cases 

FIRRFIY OF ISSCII CODES 

Fig. 4.4. Data  Structure used by the preprocessor 

to hand1 e n u ~ b e r s ,  years and currency 



4 .4 .3  Extraction of Basic Units 

Input: Sequence of ISSCII codes 

Output: Sequence of basic units 

For example, the sequence of ISSCII codes: 90, 108, 99, 

82, 32, 107, 97, 108, 99, 108, 32, 84, 115, 104, 32, 107, 

116, 32, 121, 42 (corresponding to the input text bha:rat 

huarrar dari hei or W R X  ';F) is parsed and 

the output sequence of basic units is: bhaa2, ra2, th2, 

blank, ha2, maa2, raa2, blank, dhe2, shh2, blank, hei3 and 

bar. 

In this module the sequence of ISSCII codes is parsed 

to extract the sequence of basic units 1271. Due to phonetic 

nature of the Indian Languages, this module is simpler than 

for languages like English or French (where letter-to- 

phoneme rules or dictionary lookups are used). In our 

implementation this step consists of simple parsing, while 

taking into account a few exceptions. 

All basic units (except delimiters) are identified by 

four components (each is a character string): 

(a) consonant name 

(b) vowel name 

(c) nasalised indicator 

(d) position indicator 

Each character in the input text has a corresponding 

sequence of ISSCII codes. For all ISSCII codes, whose type 

is C or V, their names are obtained (see Appendices 3 and 

5) . If any 'ISSCII code is of type N , then the nasalised 
indicator is 'nt. Otherwise it is null. For all basic units, 



occurring in a word containing more than one basic unit, the 

position indicator is 2 For all basic units, which are 

also words, the position indicator is '3' (see Exception 4 

in Section 3.3.2). These exception cases are some case 

markers and clause connectors. Once these four components 

are known, the name of the basic unit is obtained by 

concatenating these components in sequence. 

In case of delimiters (such as , or I ) ,  the basic unit 

name is a special string. The basic unit name for some 

delimiters is given in Table 4.1. 

Table 4 . 1  
BASIC UNIT NAME FOR SOME DELIMITERS 

The parser includes some heuristics for handling 

exaeptions in Hindi. These exceptions cover cases where the 

language is not phonetic. Usually when we write CV 

combinations where the vowel is a (x), the mathra is absent 
in the script form. For example, ka ( @ ) is a CV 

combination. It can be broken down as k (q) + a (a). a is 
\ 

called an inherent vowel. , is called a halanth. Whenever a 
consonant contains a halanth, it means that the inherent 

vowel is absent. In some occurrences of CV combinations 

containing the vowel a, the vowel is not pronounced. This is 

referred to as Inherent Vowel Suppression (IVS). It can 

Basic unit 

i w 
I 

? 

Name 

comma 
bar 
blank 
exclam 
qmark 

I 



occur at both word final or word medial position. These two 

cases are explained below: 

(1) JVS at word final ~osition; Kamal ) for 

example, is pronounced as ka ma 1 and not as ka ma la. But 

this does not occur if the word final CV combination is part 

of a cluster and the final consonant is y(T-1, r( 1, 1 ($, 

v 1 or m . For example, rarjy ( -1  is 

pronounced as rar jya and not as rat jy. 

(2) I V S  at word medial p a t i o x  Karna: (.- ) ,  for 

example, is pronounced as ka r nar and not as ka ra nar. but 

there are no clear rules for determining this. For example, 

ba:lak ( m s )  is pronounced as bar la k and not as ba: 1 k. 
In the present implementation these cases are handled by 

asking the user to explicitly type a halanth ( y )  after such 

characters (so that the parser can correctly form the name 

of the unit). 

The data structure used by the parser is a lookup 

table, created using the text file TABLE.TXT (see Appendix 

3). This file contains all the information about the 

consonants and the vowels needed for parsing. For each of 

the consonants and vowels, the following information is 

available in this lookup table. 

1. Name of the basic unit 

2. ISSCII code of the basic unit 

3. Type of the basic unit 

4. Index of the basic unit 

The first two attributes are self explanatory. The third 

attribute refers to the type of the basic unit. It could be 



one of the following characters: S f  C, V, N or M. Their 

meaning is explained below: 

1. S f  SPECIAL CHARACTER: These are delimiters and 

punctuation marks like comma, full stop, semicolon, 

etc. 

2. C, CONSONANT: The inherent vowel a (H) is also 

classified as C, other than the 32 consonants 

3. V, VOWEL: These are mathras like 1 , ? , etc 
& 

4. N, NASALISED: The characters - and - indicate that 
the vowel part is nasalised 

5. M, MISCELLANEOUS: For halanth (7 ) and nuktha (T) 
The index of the basic unit is specified by an integer (0-32 

for consonants and 0-10 for vowels). The indices are not 

used in the present implementation. But it will be useful in 

order to store (and access) the parameters in the main 

memory. This will reduce the time taken for synthesis. 

4.4.4 synthesis of Speeah from Parameters of the Basic Units 

Input: Sequence of basic units 

Output: Speech waveform 

For example, if the input to this module is: bhaa2, 

ra2, th2, blank, ha2, maa2, raa2, blank, dhe2, shh2, blank, 

hei3 and bar, then the output is speech corresponding to the 

text: bha:rat huarrar deri hai or X I  *. 
The input to this module is a sequence of basic units. 

The LP coefficients, pitch and gain contours corresponding 

to the basic units are concatenated [28]. The pitch and the 

gain contours are smoothened at the boundaries (between the 



basic units) using three point median smoothing technique. 

The smoothed pitch and gain contours are then used to 

generate the excitation signal. In general, the excitation 

is periodic for voiced units and a sequence of random 

numbers for unvoiced units. The choice of the excitation 

model affects the quality of the synthesized speech [32]. 

The excitation models used for generating excitation in case 

of voiced regions, in our studies are (1) Single Impulse 

excitation, (2) Double Impulse excitation and (3) Fant8s 

model. These are described below: 

(1) Single Impulse eraitation: The excitation is 

assumed to be a series of impulses spaced at pitch 

intervals. The amplitude of the impulse is determined by the 

gain contour. Thus all the energy in a frame is concentrated 

at the location of the impulse. In order to reduce the bias 

due to the positive impulse, small negative impulses are 

introduced between the pitch periods. The amplitude of the 

negative impulses is calculated to make the average 

amplitude of a pitch period zero. 

(2) Double impulse eraitation: It is similar to single 

impuJ-se excitation, except that the excitation is s series 

of two impulses which are located at certain percentages of 

the pitch period. The sequence of these two impulses repeat 

at pitch intervals. Energy in this case is distributed over 

the two impulses. 

(3) rant's model: The Fant's model is supposed to 

resemble the actual glottal excitation [34,35]. Here, the 

energy is distributed evenly over the entire duration of the 



excitation. Hence the quality of resultant speech is 

significantly better when compared to the impulse 

excitation. By varying the closed and opening phases of the 

excitation, it is possible to tune the quality of the output 

speech. 

In the present system there is provision for choosing 

one of the above models of excitation. It is found that the 

Fant8s model gives best results. The excitation signal and 

the LP coefficients are used to generate the speech 

waveform. The speech data is fed to a D/A converter to 

obtain speech output. It takes 1 to 2 minutes to synthesize 

a sentence containing about 10 words. 

Though the speech obtained using the above scheme is 

intelligible, it is far from natural. Some of the difficult 

units in synthesis are the burst and aspirated regions of 

stops, fricatives and the trill. The synthesis of vowel 

regions comes out well. In natural continuous speech the 

articulation of a phoneme is highly dependent upon its 

context resulting in coarticulation. ~oarticulation refers 

to changes in the articulation and acoustics of a phoneme 

due to its phonetic context. Introducing coarticulation in 

the text-to-speech system is therefore needed for making the 

output speech natural. Coarticulation may be introduced by 

the following means: 

1. changes in vocal tract parameters (formants or LP 

coefficients) due to adjacent characters 

2. segmental variation due to durational effects 

3. segmental variation due to pitch effects 



4. segmental variation due to gain effects 

Apart from introducing coarticulation, proper prosody is 

also to be introduced to impart rhythm and melody to the 

speech. This can be done by the following means: 

1. suprasegmental variation due to durational effects 

2. suprasegmental variation due to pitch effects 

3. suprasegmental variation due to gain effects 

This thesis mainly deals with the incorporation of 

durational rules (to take care of both segmental and 

suprasegmental variations) in our text-to-speech system for 

Hindi. Since we have not incorporated any rules for pitch 

and gain (at segmental and suprasegmental level), the 

anomalies in these will #maskg the improvement in speech 

quality due to durational rules. In other words even though 

we have addressed the duration problem independently, one 

has to account for pitch and gain effects also in order to 

perceive the improvement in speech quality due to durational 

rules. For this, we have manually adjusted the pitch and 

gain contours for the basic units so as to resemble the 

pitch and gain contours obtained from natural continuous 

speech for the same sentence. Chapters 5 and 6 address 

issues in the acquisition, incorporation and performance 

evaluation of durational knowledge in a text-to-speech 

system for Hindi. 

4.5 SUMMARY 

In this chapter we have discussed various issues 

involved in the design and development of a text-to-speech 



system for Hindi. Our system is based on parameter 

concatenation model. The basic units are coded in terms of 

parameters using Linear Prediction (LP) technique. The 

parameters are pitch, gain and LP coefficients. The input to 

the text-to-speech system is from a keyboard or a prestored 

file. The input text is first preprocessed to take into 

account the abbreviations, numbers and other special 

symbols. The preprocessed text is converted to a sequence of 

basic units by a parser. The parser includes some rules for 

handling exceptions in Hindi (pertaining to inherent vowel 

suppression). The sequence of basic units is converted to a 

speech waveform. This is done using a standard model for 

production of speech based on LP coding. We found that 

though speech obtained using the above scheme is 

intelligible, it is not natural. In the previous section we 

have listed some issues to be considered in order to impart 

naturalness to synthetic speech. The next two chapters 

describe our approach to tackle one such issue, namely the 

duration of speech sounds. 



Chapter 5: ACQUISITIOM AND IMCORPORATION OF DURATIONAL 

XNOWLEWE IN TEE TEXT-TO-SPEECH BYSTEN 

5.1 IbTTRODUCTION 

In Chapters 3 and 4 we have have described various 

issues involved in developing a text-to-speech system for 

Hindi. In this chapter we discuss various issues involved in 

the acquisition and incorporation of durational knowledge in 

the text-to-speech system. Durational Knowledge is language 

specific. In other words, although the basic methodology and 

philosophy in developing a text-to-speech systsm may be 

similar regardless of the target language, the phonetic 

aspects of the synthesis rules will have to be tailored 

specifically to the target language. Some durational 

features are claimed to be cross linguistic in nature. Even 

in these cases the trend may be common, say PVC (post 

vocalic consonant) effect due to voicing which states that 

voicing of the PVC increases the vowel duration. But the 

extent of this effect is language dependent. For instance, 

PVC effect due to voicing causes an increase of 23% for 

Kannada, 20% for English and 15% for Hindi (from our 

studies). There has not been any systematic study of 

duration of speech sounds in Hindi. So we have performed 

studies on acquisition of durational knowledge with the 

purpose of using it in a text-to-speech system for ~lndi. 



First we must know various durational effects that are 

present in Hindi. This is discussed in Section 5.2. Some of 

these durational effects are examined using a speech editor 

to obtain precise rules. Results from these durational 

studies along with experimental details are given in Section 

5.3. Once the durational rules are obtained these have to be 

incorporated into our text-to-speech system, issues related 

to which are discussed in Section 5.4. 

5.2 NATURE OF DURATION OF SPEECH SOUNDS I# HINDI 

In this section we examine the nature of duration of 

speech sounds in Hindi. Various durational effects that are 

present in Hindi are enumerated in Section 5.2.1. This 

information is obtained from existing literature containing 

similar studies (see Chapter 2) as well as by interaction 

with some phoneticians. The relevance of these durational 

effects with respect to our text-to-speech system is 

discussed in Section 5.2.2. 

5.2.1 Various Durational Effeots 

Segmental duration is dependent both on inherent 

properties of the input unit concerned and on a large number 

of phonetic and structural constraints imposed contextually 

[22]. The durations of various speech units vary 

considerably due to factors such as speaker (male vs 

female), speaking style (reading vs conversational) and 

speaking rate. These are meta factors because they control 

the extent of durational effects (such as prepaucal 



lengthening and post vocalic consonant effect) to be 

described later. Female speakers speak more slowly and hence 

their durations are longer. All the durational effects hold 

good for speech read from a text. Some of them may not be 

present in conversational speech. Duration of speech units 

also depends upon the psychological state (fear, anger, 

sorrow, etc) of the speaker. When a person speaks more 

slowly than normal, pauses account for more durational 

increase than the speech units. At faster rates all normal 

durations of speech units shorten by a certain amount. The 

interplay of all these factors in natural continuous speech 

makes duration an extremely difficult feature to study. For 

the sake of simplicity, the durational effects can be 

roughly categorised as follows (the words enclosed in square 

brackets such as CCL and POS will be used to refer to the 

corresponding effects in this thesis): 

(1) [POS] Positional effeat: A character is more lengthened 

in a word final position than in a word beginning 

position, which in turn is longer than in a word medial 

position. 

(2) [SYB] Syllable boundary effeat: The duration of the 

basic unit appearing just before a syllable boundary is 

increased. 

(3) [PPL] Prepausal lengthening effeat: The duration of the 

character appearing before, a pause is increased. The 

pause may be due to a phrase boundary or a 'breath 

group' [36] or a sentence ending. [PPL] effect can be 

attributed to a slowing down of speech in anticipation 



of a pause, aiding perceptual cues to syntactic 

boundaries. 

(4) [PAU] Pause insertion: The durations of the pauses 

(inter word, inter sentence, etc) depend upon their 

positions in the input text. 

(5) [PVC] Post vooalio oonsonant effeat: This effect states 

that the duration of a vowel changes depending upon the 

type of consonant (post vocalic consonant or PVC) 

following it. Voicing, aspiration, sonority and 

nasality of the PVC, all these affect the duration of 

the preceding vowel. 

(6) [POA] Plaoe of articulation effeat: If two adjacent 

characters (within as well as across word boundaries) 

have the same place of articulation (POA) , then one or 
both of the characters are shortened. This is due to 

relative ease of pronouncing sequences of speech sounds 

with the same POA. 

(7) [CCL] Changes in aluster environments: In case of 

cluster characters (CCV or CCCV), the durations of the 

various constituent basic units change due to presence 

of adjacent consonants. They often shorten due to 

proximity of the POA, and sometimes lengthen due to 

relative difficulty of pronouncing certain sequences of 

consonants with conflicting articulatory requirements. 

(8) [NOV] Bemantio novelty effeot: If an infrequently used 

word appears in the passage it is spoken slowly and 

hence all the characters in the word will have longer 

durations than otherwise. This can be attributed to the 



tendency on part of the speaker to utter the new word 

slowly so that the listener can easily comprehend. 

(9 )  [P88] Polyayllabia shortening effeat:  If the number of 

characters in a word is greater than three, then the 

vocalic durations of the various characters are 

reduced. This effect may relate to communication 

efficiency: words with many units are easier to 

identify than short words, which could allow spending 

less time per unit without risking perceptual mistakes. 

5.2.2 Relevanae of the Durational Effeats 

Before we start to examine the various durational 

effects (mentioned in Section 5.2.1) it is necessary to know 

their relevance to the present problem. This is needed so 

that we can focus our attention to some prominent durational 

effects first. In this section we examine the scope of 

various durational effects, keeping in mind our purpose of 

using them in a text-to-speech system for Hindi. Broadly 

speaking, the durational effects adjust the durations of 

basic units depending upon their (i) position and (ii) 

context in the given text. Table 5.1 summarises the scope of 

the durational effects. [POS], [SYB] and [PPL] modify 

durations of basic units depending upon their pasition in 

the text. [PAU] assigns durations of pauses depending upon 

their placement in the text. Among the durational effects 

that modify durations of basic units depending upon context, 

[PVC], [CCL] and [POA] handle coarticulation at the phonetic 

boundaries. Since the basic units are C,V and CV units, 



there could be three possible boundaries: W ,  VC and CC (CV 

boundary is not possible as it i s  taken as the basic unit 

itself). Examples for each of the three cases is given in 

Table 5.2. Among these, VC and CC are common, VC being more 

frequent* This implies that our text-to-system for Hindi 

must take into account the coarticulation at VC and CC 

boundaries effectively. [PVC], [CCL] and [POA] effects 

handle durational variation of basic units at VC, CC and W 

boundaries respectively. [NOV] and [PSS] cover other 

contextual phenomena, which are less frequent, 

Tabla 5.1 
SCOPE OF THE DURATIONAL EFFECTS 

Tabla 5.2 
TYPES OF PHONETIC BOUNDARIES 

Durational effects 

Positional level 

Type of 
boundary 

W 
VC 
CC 

Contextual level 

[POSI, [SYBI, 
[PPLI 

assigns 
durations of 
basic units 

Example 

u Y a : ( m  1 
r r u h  h W  1 
r r n a t - m  1 

[PAU] 

assigns 
durations 
of pauses 

Others 

[NOVI, 
pss I 

handles 
other 
phenomena 

Coarticulation 

[ W C ]  

handles 
VC 

boundaries 

[CCL] 

handles 
CC 

[POAI 

handles 
W 



5.3 ACQUISITION OF DURATIOrSAL KblOULBOOE 

Some of the durational effects discussed in Section 

5.2.1 are examined in detail using a speech editor to obtain 

precise rules. The sheer size of the experiment to cover all 

possible durational variations has forced us to study the 

basic durational behaviour in a controlled environment first 

1371.  The results, discussed in this section, pertain to a 

limited number of words or nonsense syllables in controlled 

reading situations by a single speaker. To the extent that 

the speaker is consistent, effects due to speaking rate are 

limited. From these studies, rules have been formulated to 

modify the duration of basic units in the given text. For 

each of the results given later in this section, a factor a 

is specified. This indicates the percentage amount by which 

the #normal8 duration of the concerned basic unit will 

change. For instance, if a = +IS%# it. means that the 

#normal8 duration of the concerned unit will increase by 15 

percent (this is discussed in detail in Section 5.4.4) . The 
results on duration of speech sounds in Hindi along with 

experimental details are given below: 

5.3.1 [POS] Positional Effeot 

The duration of a character at the word beginning or at 

the word final position is increased. The extent of these 

effects is given in Table 5.3. 



Tabla 5.3 
EXTENT OF POSITIONAL EFFECT 

For example, the basic units bhat ( W )  and t ( TT ) , in the 
word bharrat (-MTIZf ) arm increased by 30% and 10% 

respectively. 

Exce~tion: In case of cluster characters of CCV type, 

the CV part is increased by a, whereas the C unit is 

increased by half a. For example, the basic units p ) and 
\ 

ra ( 2 )  in the word prayatna (m ) are increased by 5% 

(half of 10%) and 10% respectively. 

The [POS] results were obtained after analyzing 

durations of about 50 basic units. We proceeded as follows: 

For each basic unit we formed three nonsense words. Each 

word contained two or three characters. The first word 

contained the basic unit (under consideration) in word 

medial position. The second and the third words contained 

the basic unit in the word beginning and the word final 

positions respectively. In these three words, the basic unit 

is followed by a speech sound of the same category (such as 

voiced aspirated or voiced unaspirated). This was done to 

nullify the other effects, [PVC] in particular, so that 

[POS] could be studied in isolation. The durations of the 

basic unit in all three words were measured using a speech 

editor (by observing the plot on screen as well as playback 



over headphones). The percentage increase of the duration of 

the basic unit in the word beginning (word final) position 

over that in the word medial position is taken as the value 

of a for that basic unit for word beginning (word final) 

lengthening effect. The final values of a (in Table 5.3) for 

[POS] results are the average of these values over 50 basic 

units. A few examples are shown in Table 5.4. The results 

were verified in the case of continuous speech, for a few 

basic units. 

Table 5.4 
EXAMPLES OF ANALYSIS FOR [POS] EFFECT 

5.3.2 [SYB] Syllable Boundary Effeot 

The basic unit preceding a syllable boundary within a 

word is lengthened by 10 percent. Here a = +lo%. For 

example, the basic unit p (q) in the word apna: ( 33-) is 

increased by 10%. 

The [SYB] result was obtained after analyzing durations 

of 24 basic units. We proceeded as follows: For each basic 

unit, we formed two nonsense words. Each word contained 

three characters. The first word contained the basic unit in 

word medial position. The second word contained the basic 

S. No 

1. 

2. 

Basic 
Unit 

na: 
(-1 

kar 
( f l )  

Word 

tanark (- ) 
nark ( ;TT;F ) 

takna a ( ZFlT ) 
sakart ( ' W E )  
k a r ~  ( W'T 

badka r ( 4-S ) 

Duration 
of the 
basic unit 
(in msec) 

238 
262 
305 
278 
303 
3 69 

Value of 
a for 
[POS] 

reference 
10% 
28% 

reference 
9% 
32% 



unit in word beginning position with a syllable boundary 

following it. In these two words, the basic unit is followed 

by a speech sound of the same category (such as voiced 

aspirated or voiced unaspirated). The durations of the basic 

unit in the two words are measured. The percentage increase 

of the duration of the basic unit in the second word over 

the first is the combined effect of [POS] and [SYB] effects. 

We remove the [POS] effect from this in order to obtain the 

value of a for that unit for the [SYB] effect (it is in this 

way we figured out that our rules ought to combine 

multiplicatively rather than additively). The final value of 

a for [SYB] result is the average of these values over 24 

basic units. A few examples are shown in Table 5.5. The 

results were verified in the case of continuous speech for 

some basic units. 

Table 5.5 
EXAMPLES OF ANALYSIS FOR [SYB] EFFECT 

5.3.3 [PPL] Prepausal Lengthening Effeat 

There is an increase in the duration of either the 

final character or the penultimate character of a word just 

before a pause. If the final character has a vowel, then the 

S .No 

1. 

2. 

3. 

Duration 
of the 
basic unit 
(in msec) 

362 
441 
315 
382 
245 
302 

Basic 
Unit 

fa: 
(m) 
sa: 
(m) 
ra: 
(TT) 

Word 

p a t a : k ( m + )  
$aka:p ( - m T )  
kasa: t ( -) 
sa:pat ( 
tara:g ( ) 
raggal ( m) 

Value of a 
-I 

due to 
[POS] and 

CSYBl 

due to 
[SYB] 

reference 
22% 1 11% 
reference 

21% 1 10% 
reference 

23% 12% 



increase is only in the final character. Otherwise the 

increase is in the penultimate character. Table 5.6 gives 

the extent of this effect. For example, in the input text, 

rein subah utar our ana:n kiya: ( % F E  '3XT T;m h) , 
there is a phrase boundary after the word uta: (m) . Thus 
the basic unit fat (n)  in the word ugat is lengthened by 

30%. Similarly, the basic unit yat (W) is increased by 35%. 

Table 5.6 
EXTENT OF PREPAUSAL LENGTHENING EFFECT 

The [PPL] results were obtained after analyzing 

durations of about 20 basic units. This study was performed 

on continuous speech data and hence the basic units were 

embedded in meaningful words. The test set consisted of 

about 25 continuous sentences spoken with natural intonation 

and rhythm, so that the [PPL] effects are clearly observed. 

The duration of each basic unit before a pause (due to 

either a phrase boundary, or a breath group, or a sentence 

ending) was measured. The duration of the basic unit, when 

followed by an unaspirated and an unvoiced stop, is also 

measured. The percentage increase in the duration of the 

basic unit in the former over the latter case is the 

combination of [POS] and [PPL] effects. We remove the effect 

of [POS] to obtain the value of a for that basic unit for 

the [PPL] effect. The final values of a for [PPL] results 

Cause of the pause 

phrase boundary 
sentence ending 
breath group 

Factor a 

+30% 
+35% 
+35% 



(in Table 5.6) are the average of these values over 20 basic 

units. A few examples are given in Table 5.7 to illustrate 

this. 

T a b l e  5 . 7  
EXAMPLES OF ANALYSIS FOR [PPL] EFFECT 

5.3.4 [PVC] P o s t  V o c a l i c  C o n s o n a n t  E f f e c t  

The [PVC] effect states that the duration of a vowel 

S.No 

1. 

2. 

3. 

4. 

5. 

changes depending upon the type of the consonant following 

it. The extent of the [PVC] effect is given in Table 5.8 for 

various categories of PVC. 

Basic 
Unit 

si* 
&I 

ri: 

men '*: 
( *, 

ya: 
(w) 

lie dl-) 

T a b l e  5 . 8  
EXTENT OF POST VOCALIC CONSONANT EFFECT 

Durn. of the basic 
unit (in ms) when 

followed by 
an unasp & 

S.No 

1. 
2. 
3. 
4. 
5. 
6. 
7. 

Cause 
of the 
pause 

phrase 
boun . 
-do- 

-do- 

sentn. 
ending 
-do- 

unvd stop 
(refn.) 
230 

189 

243 

170 

183 

a pause 

387 

314 

395 

295 

312 

PVC 

voiced stop 
aspirated stop 
trill r ( ) 
fricative h ( $ ) 
nasal n ( ; l ) , m ( q )  
semivowel y (8  ) 
semivowel v (< ) 

Value of a 

Factor a 

+15% 
+8% 
+30% 
-25% 
-8% 
+lo% 
+15% 

due to 
[POS] and 

[ PpL] 

68% 

67% 

63% 

73% 

69% 

due to 
[PPL] 

29% 

28% 

26% 

35% 

32% 



There are some exceptions for [ W C ]  effect, which are 

given below: 

1. For breathy voiced category (that is, aspirated and 

voiced stop), the effect of voicing only is valid, 

2. For standalone vowels, the corresponding a is 

increased by 40%, and 

3. It also holds good across word boundaries, provided 

there is no pause in between. 

Some examples appear below: 

(1) The vocalic portion of the basic unit su ( 3 ) in 

the word subah (v) is lengthened by 15%, as ba ( T ) is a 

voiced stop. 

(2) The basic unit ou (a) in the word our (A) is 

lengthened by 42% (that is, 30 + 40% of 30), as ou is a 

standalone vowel (see Exception 2 above). 

(3) The vocalic duration of the basic unit di r ( A )  in 
the text, arjardir rili r ( & .-f&$r ) , is increased by 

8% (see ~xception 3 above) . 
The [PVC] results were obtained after analyzing the 

durations of 20 basic units in different contexts. The basic 

unit could be either a CV combination or a standalone vowel. 

This effect was examined for the vowels a: (W), i ( )  and 

u (3). It was later verified for the remaining vowels. For 

each basic unit we performed two experiments: (i) [PVC] 

effect due to a stop consonant, and (ii) [PVC] effect due to 

a nonstop consonant. These two cases are explained: 

(i) rPVCl effect due to a stop consonant: Four nonsense 

words are formed with the basic unit in the word medial 



position. The basic unit is followed by four different cases 

of PVC: 

(1) unvoiced and unaspirated stop 

(2) voiced and unaspirated stop 

(3) unvoiced and aspirated stop 

(4) voiced and aspirated stop 

The percentage increase of the duration of the vocalic 

portion of the basic unit in (2) , (3) and (4) over (1) gives 
the value of Q for each unit for each category of the PVC. 

The final values of Q for [ W C ]  results (in Table 5.8) are 

the average of these values over 20 basic units. A few 

examples are shown in Table 5.9. 

(ii) g o e f f e c t  consonq~&: Five 

nonsense words are formed with the basic unit in the word 

medial position. The basic unit is followed by five 

different cases of PVC: 

(1) unvoiced and unaspirated stop 

(2) trill r (<) 

(3) fricative h ( € ) ,  a (U.) 

(4) nasal n ( q ) ,  m (q) 

(5) semivowel y ( g ) ,  v ( a\) 
The percentage increase of the duration of the vocalic 

portion of the basic unit in (2), (3), (4) and (5) over (1) 

gives the value of Q for each unit for each category of the 

PVC. The final values of Q for [PVC] results (in Table 5.8) 

are the average of these values over 20 basic units. A few 

examples are shown in Table 5.10. We could not determine any 

regular pattern in the case of fricative a (37). In the case 



where t h e  PVC is f r i c a t i v e  h ( ) , t h e  shor tening  can a l s o  
\ 

be a t t r i b u t e d  t o  t h e  [POA] e f f e c t ,  whereby t h e  dura t ions  of 

t h e  b a s i c  u n i t s  with same POA (g lo t t a l  i n  t h i s  case) g e t  

r educed .  The [PVC] r e s u l t s  w e r e  v e r i f i e d  i n  t h e  case o f  

continuous speech f o r  some b a s i c  u n i t s .  

T a b l e  5.9 
EXAMPLES OF ANALYSIS FOR [PVC] EFFECT 

DUE TO A STOP CONSONANT 

T a b l e  5.10 
EXAMPLES OF ANALYSIS FOR [PVC] EFFECT 

DUE TO A NONSTOP CONSONANT 

S. N o  

1. 

2. 

More examples  o f  t h e  a p p l i c a t i o n  o f  t h e  r e s u l t s  

67 

B a s i c  
Un i t  

a: 
(m) 

a: 
(m) 

Value of 
a f o r  
[PVC ] 

r e fe rence  
28% 
-23% 
10% 
16% 

r e fe rence  
28% 
-25% 
-8% 
14% 

Word 

nakarp ( T W T  1 
nakar ph ( ;IT$ ) 
nakarb ( 1- ) 
naka:bh ( my) 
kasart ( 
kasa: th ( cnfllq ) 
kasard ( m) 
kasa:dh ( ~FYTU ) 

Duration 
of t h e  
b a s i c  u n i t  
( i n  msec) 

156 
200 
120 
172 
181 
170 
219 
127 
156 
193 

, 

S. N o  

1. 

2. 

Duration 
of t h e  
b a s i c  u n i t  
( i n  msec) 

156 
169 
184 
185 
175 
191 
200 
202 

B a s i c  
Un i t  

a: 
(m) 

a: 
( 3 T )  

Value of 
a f o r  
[PVC] 

re fe rence  
8% 
17% 
17 % 

r e fe rence  
9% 
14% 
15% 

Word 

nakarp ( d-). 
nakarr ( ;F;m ) 
naka:h ( ) 
nakary ( ) 
nakarv ( q-d ) 
tarart ( a T E  ) 
tara:r ( ATT ) 
tararh ( ) 
tara:n ( iRl7 ) 
tararv ( ii7W ) 



pertaining to [POS], [SYB], [PPL] and [PVC] in sample 

sentences, are shown in Tables 6.1 to 6.6 in Chapter 6. 

5.4  INCORPORATION OF DURATIONXL IWOWLEWE 

Our text-to-speech system has the flexibility to 

introduce prosodic variations in synthetic speech by varying 

the pitch and duration of the basic units. The pitch is 

varied by specifying a scale factor (for each frame) during 

synthesis. If the scale factor is less than 1, then the 

pitch period decreases. This results in a higher fundamental 

frequency and resembles a high pitched (female) voice to 

some extent. It is also possible to vary the duration of a 

basic unit by varying the number of samples to be 

synthesized per frame (by default 64 samples are synthesized 

per frame) . For instance, if the number of samples for all 

frames in a basic unit is doubled, the duration of the basic 

unit is doubled. Once this flexibility is available, 

prosodic knowledge can be incorporated in our text-to-speech 

system. In this section we examine issues related to 

incorporation of durational knowledge in our system. 

Firstly, the input text is to be analysed in order to obtain 

information needed to apply durational knowledge (discussed 

in Section 5.4.1). Secondly, there has to be an initial 

value of duration (for each basic unit) which will be a 

starting point for the application of durational knowledge 

(discussed in Section 5.4.2). Thirdly, the durational 

knowledge has to be represented using a suitable knowledge 

representation scheme such as production systems or semantic 



networks (discussed in Section 5.4.3). Lastly the activation 

of the durational knowledge involves the design of an 

inference engine (discussed in Section 5.4.4). Thus the four 

issues involved in incorporation of durational knowledge are 

(i) analysis of input text, (ii) deciding the base duration 

for each unit, (iii) knowledge representation and (iv) 

knowledge activation. Fig. 5.1 places these four issues in 

the overall scheme of our text-to-speech system. 

TEXT 

(base dur) 

processing 
stages 

sequence of 
basic units 

CONCATENATION 
OF UNITS KNDWLEDGE --------- REPRESN. 

KNOWLEDGE 
ACTIVATION 

MODEL 

JI 
SPEECH 

Fig. 5.1 Scheme for incorporation of durational knowledge 
in the text-to-speech system 



5 . 4 . 1  Analysis of Input Text 

The input text is analysed to obtain necessary 

information to enable the activation of durational 

knowledge. At present only durational knowledge has been 

incorporated in our text-to-speech system. But this 

information will be useful even for activation of other 

prosodic knowledge pertaining to intonation and stress (not 

studied in this thesis). In the present system, the given 

text is analysed to obtain the following information for 

each basic unit: 

(1) Type of the basic unit 

(2) Type of consonant in the basic unit 

(3) Position of the character in the word 

(4) Number of characters in the word 

(5) Markers for phrase boundaries and breath groups 

in the input text 

(6) Syllabification within a word 

These are explained below: 

(1) T v ~ e  of the basic  unit^ For each basic unit, its 

type is specified by a character string as shown in Table 

5.11. Examples are shown in Table 5.14 under the column 

marked UNIT-TYPE. 



Table 5.11 
TYPES OF BASIC UNITS 

(2) T m e  of consonant in the basic unit: For each basic 

unit of the types C or CV, the category of consonant is 

specified by a character string as shown in Table 5.12. 

Examples are shown in Table 5.14 under the column marked 

CONS-TYPE. 

(3) 1: This is an 

integer specifying the position of the character (to which 

the basic unit belongs) in the word. Examples are shown in 

Table 5.14 under the column marked POS-WORD. 

(4) @umber of characters in the word: For each basic 

unit, this is an integer specifying the number of characters 

in the word (to which the basic unit belongs). Examples are 

shown in Table 5.14 under the column.marked NUM-WORDS. 

Category of 
basic unit 

standalone 
consonant 

standalone 
vowel 

consonant vowel 
combination 

delimiters 
(, or I etc) 

Context 

C 
GCV 
GCCV 
CGCV 

V 

CV 
CGY 
CCGY 

- 

Type of the 
basic unit 

C 
CCV-1 
CCCV-1 
CCCV-2 

V 

CV 
CCV 2 
cccv-3 

D 



Table 5.12 
TYPE OF CONSONANT IN BASIC UNITS 

(5) Markers for ~hrase boundaries and breath sroups: 

For this, a suitable parser is to be developed. An elegant 

way of achieving this for English is given in [36]. Since 

this procedure has not been automated so far, the user is 

required to type a comma explicitly wherever there is a 

phrase boundary and type a $ explicitly wherever there is a 

breath group. 

(6) Svllabificatioq: Syllabification of the given text 

is done in order to enable application of [SYB] effect. The 

basic unit preceding a syllable boundary within a word is 

'markedf. An algorithm for syllabification of a word is 

given in Fig. 5.2. 

We use an array of char (B = breath group, P = phrase 

boundary, S = syllable boundary) to enable application of 

[PPL] and [SYB] effects. Examples are shown in Table 5.14 

under the column marked SYB-PAU. 

Category of consonant 
in basic unit 

voiced stop 
aspirated stop 
voiced aspirated stop 
nasal n (TI, m (5) 
trill r (7 ) 
fricative h ( 5 ) 
semivowel y (q) 
semivowel v ( q ) 

Consonant 
type 

VOICED 
ASPR 
VOIC-ASPR 
NASAL 
TRILL 
HA 
YA 
VA 



ALOoRITEM syllabify 
/*  for syllabification of a word */ 

Step 1: Break clusters of CCV type into C and CV units 
Step 2: Start from beginning of word and proceed as 

follows. Iet X be the current unit and Y be 
the unit following X. Let unitX be a pointer 
to the position of X. = 1. Repeat the 
steps 3 to 5 till end of the word is reached 
(that is till unitX exceeds number of units 
in the word). 

Step 3: If type of X is CV or V AND 
if type of Y is CV or V AND 
if Y is not followed by word boundary TKEN 

{ syllable boundary follows X; 
increment unitX by 1; 1 

Step 4: If type of X is CV or V AND 
if type of Y is C AND 
if Y is not followed by word boundary THEN 

{ syllable boundary follows Y; 
increment unitX by 2 ;  1 

Step 5: If type of X is C AND 
if X is not followed by word boundary THEN 

{ syllable boundary follows X; 
increment unitX by 1 ; 1 

END syllabify 

Fig. 5.2 ~lgorithm for syllabification of a word 

We now discuss the data structure used to implement 

this module, that is analysis of b u t  text. Since prosodic 

rules are to be applied for each basic unit, necessary 

information should be available at the level of a basic 

unit. In the present implementation, we have made use of 

arrays indexed by the basic unit, to store the relevant 

information. We have selected arrays instead of linked list 

(with record structure) due to the following two reasons: 

(1) speed: Accessing an element in an array is much 

faster. (2) ease of extensibility: In future when this 

module is enhanced (as newer rules are added), we will have 



to add more fields in case of record structure which is a 

cumbersome process. Instead if we adopt the #array8 

approach, then we need to add new arrays, which is very 

neat. The arrays which are used in the present 

implementation, are shown in Table 5.13. Against each array, 

the information that is stored in the array along with its 

basic data type is indicated. For example, if the input text 

is: im irernir morn air. barlak ( m  M ZT dk~ 1, 

the entries in the data structure are shown in Table 5.14. 

Tablo 5.13 
ARRAYS USED FOR ANALYSIS OF INPUT TEXT 

5.4.2  Deciding the Base Duration of eaah Unit 

The base duration of each basic unit is its duration in 

the carrier word where it occurs in the word medial 

position. since same basic unit will be used in all types of 

context and position wherever it occurs in the input text, 

it is imperative that the stored basic unit be devoid of the 

influence of any of the durational effects mentioned 

earlier. From this point of view some guidelines (also see 

Chapter 3) observed in forming the carrier word for a basic 

Type of 
element 

string 
string 
string 
integer 

integer 

character 

Name of 
array 

UNIT NAME 
UNIT~TYPE 
CONS-TYPE 
POS-WORD 

NUM-WORDS 

SYB-PAU 

* 
S. No. 

1. 
2 .  
3 .  
4. 

5. 

6. 

Information to 
be stored 

Name of the unit 
Type of the unit 
Type of consonant 
Posn of character 
in the word 
Number of chars 
in the word 
Locn of syllable, 
breath group, and 
phrase boundaries 



unit, can be explained as follows: 

(i) The basic unit must be followed by an unaspirated 

and an unvoiced stop in order to nullify the [PVC] effect. 

(ii) Each carrier word must have three characters. 

This is to nullify the [PSS]' effect. 

(iii) The basic unit and its adjacent characters must 

not have the same place of articulation. This is to nullify 

[POA] effect. 

In other words, the base duration of a basic unit is its 

length in a neutral phonetic context. Depending upon the 

context in the given text, various durational deviations 

(using durational rules) are effected. This in essence, 

summarises the durational model used in our present system. 

Tablo 5.14 
ENTRIES IN THE DATA STRUCTURE FOR THE SAMPLE SENTENCE 
is gretnit me:n bi:s batlak ( w  % z f k  him) 

SYB- 
PAU 

S 

S 

S 

Array 
index 

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8 .  
9 .  

10. 
11. 
12. 
13. 
14. 
15. 

POS- 
WORD 

1 
2 
0 
1 
1 
2 
0 
1 
0 
1 
2 
0 
1 
2 
3 

NUM_ 
WORDS 

2 
2 
0 
2 
2 
2 
0 
1 
0 
2 
2 
0 
3 
3 
3 

Basic 
unit 

i 
b 

g 
re: 
ni: 

morn 

bir 
S 

bat 
la 
k 

U N I T  
NAME 

i2 
~2 
blank 
shh2 
re2 
nhii2 
blank 
men3 
blank 
bii2 
s2 
blank 
baa2 
la2 
k2 

UNIT- 
TYPE 

v 
c 
D 
CCV 1 
cCV12 
CV 
D 
CV 
D 
CV 
C 
D 
CV 
CV 
C 

CONS- 
TYPE 

TRILL 

NASAL 

VOICED 

VOICED 



5.4.3 Knowledge Representation 

The durational knowledge could be represented by one of 

the following means of knowledge representation: (1) 

semantic networks, (2) frames, and (3) production system 

(IF-THEN rules). The choice of a suitable knowledge 

representation scheme for our text-to-speech system is 

discussed in this section. 

Semantic networks model the real world entities as 

nodes and the relationship between such nodes as labelled 

arcs. While this representation provides the possibility to 

construct complex knowledge bases, the addition and deletion 

of knowledge during the development of the system will be 

tedious and hence semantic networks are not suited to our 

problem. 

Frames and object oriented representations are very 

suitable for representing knowledge having a high degree of 

structure or having a hierarchical dependence between 

objects. These representations facilitate the objects to 

inherit properties from conceptually more abstract object 

classes. The durational knowledge is not well structured 

and the property of inheritance does not hold good here. Due 

to these reasons we cannot have a frame based representation 

to encode durational knowledge in our problem. Moreover in 

semantic networks and frame based systems, a complete 

knowledge of the problem is needed before we begin.  gain 

this is not feasible with durational knowledge. 

Production systems are currently the most common 

knowledge representation technique used in expert systems. 



Here knowledge is represented using IF-THEN rules. Each rule 

in the knowledge base is an independent fragment of 

knowledge and does not rely on the correctness of other 

rules. This facilitates successive updatings since the rules 

are independent of each other, and the order of declaration 

of rules is not important. For most Artificial Intelligence 

(AI) application domains, where the knowledge is not 

systematically formulated (as in our problem) , the 

production system formalism offers a natural way of encoding 

the knowledge. Besides the production system rules provide 

an easy way to give an explanation for the intermediate 

decisions taken. Due to these reasons the production system 

based IF-THEN rules has been used in our text-to-speech 

system. The format of a rule is as follows: 

IF <number of antecedents > 
antecedent I .  
antecedent 2 

THEN <number of consequents > 
consequent I .  
consequent 2. 

For example, a rule could be as follows: 

IF 2 
unit belongs to CVcategory 
next character ir ficative ha 
THEN I 
decrease duration by 25% 

The above rule states that if the present unit is of CV 

category and next character contains the consonant h ( €  ) 



then decrease the base duration of the present character by 

25 percent. The results pertaining to [POS], [SYB], [PPL] 

AND [PVC] have been formulated into IF-THEN rules, which 

are listed in Appendix 6. The data structure for 

representation of rules in our text-to-speech system is 

described in the next section. 

5 . 4 . 4  Knowledge Aativation 

' Since we have represented the durational knowledge as 

rules, the activation of knowledge is achieved by means of a 

rule based inference engine (or a rule interpreter). 

Depending upon the context of each basic unit in the given 

text, various rules may be applied. In modeling duration, it 

is to be decided whether rules for lengthening or shortening 

should be expressed absolutely or in percent and whether the 

rules should combine by addition or multiplication. We have 

specified the lengthening/shortening in percentage by a 

factor a. The rules combine multiplicatively if more than 

one rule fires for the same unit. In other words if a unit 

is changed to PI% of its base duration by the application of 

one rule, and to P2% by application of a different rule, 

then it will be changed to (PI times PZ)% of its base 

duration, if the conditions are met for applying both rules. 

Thus the order in which the rules combine .does not matter. 

After application of all durational rules, the base duration 

of each basic unit is modified to obtain its duration to be 

used during synthesis. The inference engine is of forward 

chaining type or data driven. It is applied for each basic 



u n i t  i n  t h e  given t e x t .  

The d u r a t i o n a l  r u l e s  a r e  s t o r e d  i n  a t e x t  f i l e ,  

RULEBASE.PAS. From t h i s  f i l e ,  t h e  r u l e s  a r e  read  i n t o  an 

a r ray .  Each cell  of t h i s  a r r a y  is a record a s  shown i n  Fig. 

5.3. 

Fig. 5.3 S t r u c t u r e  of record t o  r e p r e s e n t  a rule 

no of 
ante-  
cedents  

A l l  t h e  f i e l d s  of t h e  record a r e  s e l f  explanatory,  except  

f o r  ' s t a t e ' .  This  can t a k e  va lues  0 o r  1. The ' s t a t e '  f i e l d  

is l i k e  a c o n t r o l  f l a g  and is used t o  mark a rule once it 

has  been f i r e d .  Thus it prevents  t h e  same rule from being 

f i r e d  again ,  and prevents  t h e  in fe rence  engine from e n t e r i n g  

i n t o  an i n f i n i t e  loop. Corresponding t o  each antecedent ,  

t h e r e  is a boo lean  f u n c t i o n  and c o r r e s p o n d i n g  t o  e a c h  

consequent, t h e r e  is a procedure. When a rule is t r i e d ,  t h e  

a n t e c e d e n t s  o f  t h e  r u l e  a r e  f i r s t  t r i e d .  The boo lean  

f u n c t i o n  r e t u r n s  t r u e  o r  f a l s e  depending upon c e r t a i n  

c o n d i t i o n s  i n  t h e  i n p u t  t e x t  ( t e s t e d  by t h e  p a r t i c u l a r  

an tecedent ) .  For example, t h e  funct ion  corresponding t o  t h e  

antecedent ,  aharaater is in word final position r e t u r n s  true 

i f  t h e  p resen t  c h a r a c t e r  is followed by a word boundary. 

o therwise  it r e t u r n s  f a l s e .  I f  a l l  t h e  antecedents  of a rule 

a r e  s a t i s f i e d  ( r e t u r n  t r u e ) ,  t h e n  a l l  t h e  p r o c e d u r e s  

antecedent  1 
antecedent  2 . 

antecedent  n 

no of 
conse- 
quents  

consequent 1 
consequent 2 

. 

. 
consequent n 

s t a t e  



corresponding to the consequents are executed. For example, 

the procedure corresponding to the consequent, increase 

duration by 30 peraent would increase the base duration of 

the current basic unit by (further) 30 percent. 

A look up table is used to maintain the relationship 

between an antecedent (consequent) and the corresponding 

function (procedure). In the present implementation, the 

user specifies this correspondence in a text file, 

TABLE.PAS.  his file is used to create the look up table 

(which is an array) at run time. Each cell of the array is a 

record as shown below: 

where, run-of-word8 is the string corresponding to the 

antecedent (consequent), and number is an integer 

representing the corresponding function (procedure). 

run-of-words 

5 . 5  SUMMARY 

In this chapter we have discussed issues related to the 

acquisition and incorporation of durational knowledge in our 

text-to-speech system for Hindi. We have performed studies 

on changes in the durations of basic units in various 

contexts. Based on these studies we have formulated thirty 

one durational rules. These durational rules have been 

incorporated in the text-to-speech system. We have used 

production system based IF-THEN rules to represent the 

durational knowledge. The rules are activated using an 

number 



inference engine as follows: Each basic unit has a default 

duration (base duration) associated with it. Depending upon 

the context in the input text, rules are activated for 

various basic units. These rules modify the base durations 

of the basic units. After all rules have been applied, 

speech is synthesized using the modified durations of the 

basic units. Studies on the effectiveness of these 

durational rules will be discussed in the next chapter. 



Chapter 6: PERFORMANCE EVALUATIOI OF THE DURATIOblALLY GUIDED 

TEXT-TO-SPEECH BYSTEN 

6.1 INTRODUCTION 

In Chapters 3 and 4, we have described various issues 

involved in developing a text-to-speech system for Hindi. In 

Chapter 5 we have covered issues related to acquisition and 

incorporation of durational knowledge in the text-to-speech 

system. In this chapter we describe some studies which would 

evaluate the effectiveness of the durational knowledge. For 

this we compare the quality of speech obtained without and 

with the application of the durational rules. This is done 

for the present system by (1) analytical means and (2) 

perceptual means. The next two sections describe results 

obtained from these studies. 

6.2 ANALYTICAL RESULTS 

In this section we describe a rough analytical measure 

on the usefulness of our durational rules. For each basic 

unit, its base duration is known. If there were no 

durational rules, the text-to-speech system synthesizes each 

basic unit with its base duration (Db). Now with the 

incorporation of durational knowledge, various rules are 

fired (depending upon the context in the input text) and 

these determine the duration (Ds) for each basic unit. For 



each sample sentence, we determined the average duration 

(Dc) for each basic unit in continuous speech using a speech 

editor. In order to make a comparision, we normalised all 

durations with respect to continuous speech (that is, Dc) . 
We modify the values of 4, for each basic unit so that the 

sum of 4, for all units over the sentence is equal to the 

sum of Dc for all units over the sentence. The same 

procedure is repeated for values of Ds. Then we compute the 

absolute deviation, in two cases, for each basic unit as 

follows 

(1) ID, - 4,l (continuous duration vs base duration) 

(2) ID, - Ds) (continuous duration vs computed 
duration) 

The mean deviation is computed for both cases, by taking the 

average of these absolute deviations over the sentence. Let 

M%ase and MDrule be the mean deviations for case (1) and 

case (2) respectively. The comparision of MDrule with M4,,,, 

will reflect on the performance of the durationally guided 

text-to-speech system. The analytical results for some 

sample sentences are given in Tables 6.1 to 6.6 (the column 

Rules fired refers to the rule numbers as given in Appendix 

6). All duration measurements are in milliseconds. 



Tablo 6.1 
ANALYTICAL RESULTS FOR THE SENTENCE: h m  sab 
bha:ratvatsi: bharit bahan hoin (T;K rn 
x m m r f l r r f r n * )  

M b a s e  = 45 msec 
BIDnle = 42 msec 

142 
173 
256 
139 
445 
128 
185 
228 
368 
422 
179 
170 
150 
168 
522 

Unit 

ha2 
m2 

s a 2  
b2 

bhaa2 
r a 2  
t h 2  

vaa2 
s i i 2  

bhaa2 
i i 2  
ba2 
ha2 

n2 
h e i n 3  

Rules firod 

4 20  
1 

4 14 
1 

4 13 18  

13  
13 

1 14 
4 13 
1 23 

4 13  19 
20  
1 
9 

D,, 
185 

82 
220 
102 
378 
210 
169 
281  
346 
378 
197 
204 
185 
142 
598 

1 Da-% 1 
43 
9 1  
36 
37 
67 
82 
16  
53  
22  
44 
18  
34 
35 
26  
76  

Dm 

148 
84 

221  
106  
471  
167 
148 
245 
411  
363 
245 
148 
135 
146  
640 

I Do-Ds 1 
6 

89 
35 
33 
26 
39 
37 
17 
43  
59 
66  
22 
15  
22  

118 



Tabla 6.2 
ANALYTICAL RESULTS FOR THE SENTENCE: hama:n apna: de:% 
pratnotn sa: pyatrat hkC ( $t 3 m ; ~ ~  fi 
-TRl  

MDbase = 57 m s e c  
MDrule = 68 m s e c  

1. F o r  t h e s e  u n i t s ,  t h e  value o f  Dc c o u l d  n o t  b e  d e t e r m i n e d  

re1 iably 

!DC-DS~ 

39 
54 
39 
38 
9 1  
73 

119 - 
1 6  
98 
59 

1 0 1  
128 

2 1  
102 

Unit 

ha2  
men2 

a 2  
p2 

naa2 
dhe2 

~ h 2 ~  
P2 

r a a 2  
nhon2 

s e 2  
p2 

yaa2  
r a a 2  
h e i 3  

Rules fired 

4 1 3  20 
1 
4 

2 1 3  
3 14  

4 8  
1 - 

6 1 3  20 
1 

5 1 3  
6 1 3  1 8  

1 1 9  
9 

% 
182 
360 

99 
120 
285 
258 
120 - 
277 
338 
293 
120 
252 
277 
500 

Ds 

160 
370 

8 6  
120  
339 
292 
123  - 
243 
347 
231  
109 
313 
214 
534 

Do 

199 
316 
1 2 5  
158 
248 
365 
242 - 
227 
249 
290 
210 
185  
235 
432 

I~o-%l 

17 
44 
26  
38 
37 

107 
122 - 

50 
89 

3 
90 
67 
42 
68 



Table 6 . 3  
ANALYTICAL RESULTS FOR THE SENTENCE: ham iske: suyo:gya 
adhika:ri: banne: ka: prayatna sada: kart.: rahe:nge: 
( p T ? S & , @ F -  da-d*f lRmW*.*)  

MI+,ase = 45 msec 
MDnle = 43 msec 

.................... 
2. For these units, the value of Dc could not be determined 

properly 

IDc-DsI 

45 
105 
113 
21 
4 - 

- 
91 
73 
9 - 
25 
108 
77 - 
- 
20 

110 
91 
14 
61 
9 
66 
7 
22 
3 
22 
1 
5 

97 

Do 

181 
182 
158 
140 
345 - 
- 

201 
108 
117 - 
362 
237 
227 - - 
334 
211 
113 
125 
14 3 
2 07 
156 
277 
240 
77 
337 
138 
313 
214 

- unit  

ha2 
m2 
i2 
s2 

ke2 
su22 
YO2 
92 

Ya2 
a2 

dhhi2 
kaa2 
rii2 
ba2 
n22 
ne22 

kaa3 
P2 

ra2 
Ya2 
th2 
na2 
sa2 

dhaa2 
ka2 
r2 

the2 
ra2 

hen2 
ge2 

IDa-%I 

1 
102 
104 
15 
6 - 

- 
85 
78 
19 - 
1 
39 
28 - 
- 
87 
93 
92 
61 
22 
36 
58 
16 
36 
7 
52 
67 
12 
23 

Rules f ired 

4 20 
1 
4 

2 13 
3 - 
- 

2 13 
3 

4 13 23 - 
13 18 

1 14 15 
4 20 - - 
5 13 

6 13 21 

2 7 13 
3 7 

4 13 14 
1 

4 18 
2 13 
3 18 

4 13 19 
13 14 
1 9  

% 
180 
80 
54 
125 
351 - 
- 

116 
186 
98 - 
363 
276 
19 9 - 
- 

421 
118 
205 
18 6 
165 
171 
2 14 
293 
204 
84 
285 
205 
325 
237 

Ds 

136 
77 
45 
119 
341 - - 
110 
181 
108 - 
387 
345 
150 - - 
314 
101 
204 
139 
204 
216 
222 
284 
218 
80 
359 
139 
308 
311 



Tabla 6.4 
ANALYTICAL RESULTS FOR THE SENTENCE: mein subah uta: 
our sna:n kiya: ( 3m & +;m 

MDbase = 30 msec 

BIDrule = 32 msec 

Unit 

mein3 
su2 
ba2 
h2 
u2 

tthaa2 
ou2 
r2 
s2 

naa2 
n2 

ki2 
yaa2 

L 

Tabla 6.S 
ANALYTICAL RESULTS FOR THE SENTENCE: man 1947 metn 
bhatrat ko: a: jatdir mili: ( 1947 3 3- &- 
3m-8 MI 

. 

% 
438 
207 
173 
102 
85 
279 
224 
73 
109 
245 
120 
196 
2 17 

MDbase = 42 msec 

MDrule = 35 msec 

87 

Rules firad 

4 13 14 
19 
1 

4 13 25 
1 7 

4 27 
1 

5 13 
6 20 

1 
4 13 21 

1 9 

Unit 

sa2 
n2 
u2 
n2 

nii2 
s2 

sou3 
sein2 
thaa2 
lii2 

s2 
men3 

bhaa2 
ra2 
th2 
k03 
aa2 
j aa2 

dhii2 
mi2 
1112 

Da 

258 
129 
103 
104 
188 
165 
300 
334 
232 
185 
150 
360 
357 
125 
150 
370 
188 
229 
201 
176 
246 

D, 

339 
222 
100 
102 
89 
365 
270 
74 
97 
191 
120 
202 
295 

% 
177 
114 
81 
114 
192 
103 
432 
359 
280 
222 
103 
313 
304 
169 
136 
412 
158 
291 
238 
129 
222 

1 Do0% 1 
81 
15 
22 
10 
4 

62 
132 
25 
48 
37 
47 
47 
53 
44 
14 
42 
30 
62 
37 
47 
24 

Da 

350 
218 
194 
116 
109 
342 
163 
77 
143 
202 
127 
191 
236 

Rulam firmd 

4 20 
1 

4 29 
13 

1 

4 13 
13 

1 
7 

4 13 18 

1 

4 13 23 
13 14 
1 20 
4 13 
1 9 

1 Da-Ds 1 
109 
6 
37 
0 

28 
53 
60 
28 
24 
0 

38 
22 
41 
16 
3 

27 
4 

80 
37 
46 
80 

D, 

149 
123 
66 
104 
160 
112 
360 
362 
256 
185 
112 
338 
398 
141 
147 
343 
192 
309 
238 
130 
326 

I Da-% I 
88 
11 
21 
14 
24 
63 
61 
4 
34 
43 
7 
5 

19 

I Do-Ds I 
11 
4 

94 
14 
20 
23 
107 

3 
46 
11 
7 

11 
59 



Tablo 6 . 6  
ANALYTICAL RESULTS FOR THE SENTENCE: da$:n ra:man is 
iahar kor dc voigyarnik hoin ( & 4% - $ 
w - 23 

MDbase = 48 msec 
MDrule = 47 msec 

Unit 

daa2 

k2 : tta2 
r2 

raa2 
ma2 
n2 
i2 
s2 

sha2 
ha2 
r2 
ke3 
e2 
k2 

veil 
j2 

gnaa2 
ni2 
k2 

hein3 

The following conclusions can be deduced from the above 

studies (while interpreting the results it must be borne in 

mind that duration is a complex parameter and its 

measurements are often fraught with some deviation): 

(1) Though MDrule is almost same as MDbase (sometimes 

is lower than MDbase), the sentence synthesized using 

.................... 
3. For these units, the value of Dc could not be determined 

reliably 

% 
245 - - 
73 
236 
155 
119 
46 

108 
190 
156 
73 
484 
137 
119 
276 
90 
388 
115 
119 
503 

Ruloa fired 

4 - - 
1 

4 13 20 
8 20 

1 
4 
1 

4 13 19 
18 
1 

4 
1 

4 14 
13 

13 20 

1 
9 

D, 

232 - - 
82 
226 
160 
133 
44 

121 
149 
175 
82 
417 
130 
133 
302 
85 
337 
99 
133 
584 

Do 

265 - - 
63 
258 
133 
204 
94 
182 
268 
176 
69 
394 
228 
149 
311 
121 
211 
154 
125 
470 

1 Do% 1 
20 - - 
10 
22 
22 
85 
48 
74 
78 
20 
4 

90 
91 
30 
35 
31 

177 
39 
6 
33 

I Do% 1 
33 - - 
19 
32 
27 
71 
50 
61 
119 

1 
13 
23 
98 
16 
9 
36 

126 
55 
8 

114 



values of Ds is perceptually better than the sentence 

synthesized from values of Db. This is due to a relative 

lengthening/shortening of segments (as would occur in 

natural speech) in the case of sentence synthesized with Ds. 

(2) A significant point is that even after 

incorporation of additional information (durational rules), 

the system does not degrade. 

(3) These type of analytical studies can serve as a 

feedback to modify or enhance the present set of durational 

rules by helping us to focus our attention (during knowledge 

acquisition) on Mtroublesome segmentsn. 

6.3 PERCEPTUAL RESULTS 

As discussed in earlier chapters, there are two ways to 

synthesize speech for a given sentence in the case of text- 

to-speech systems based on concatenation model: 

Type A: Waveform aonoatenation model 

Type B: Parameter aonoatenation model 

It is found that the speech obtained in Type B is better 

than in Type A. In the speech obtained in Type A, there are 

some abrupt discontinuities at the boundaries of the basic 

units. This is removed in Type B am concatenation is now 

done at the parameter level resulting in a somewhat smooth 

transition between basic units. But there are various 

distortions in Type B due to lack of proper prosodic 

features in synthetic speech. Since we have not incorporated 

any rules yet for pitch and gain (at segmental and 

suprasegmental levels), these shortcomings would #maskf the 



improvement in speech quality due to durational rules. 

Hence, even though we have addressed the durational issue 

independently, one has to account for pitch and gain effects 

also in order to perceive the improvement in speech quality. 

So we have manually adjusted the pitch and gain contours for 

the basic units, so as to resemble the pitch and gain 

contours in continuous speech for the same sentence. This 

results in another type of synthetic speech for a sentence: 

Type C :  Type B with manual pitah and gain contours 

adjusted for the partiaular sentence 

We can perceive improvement in the speech quality in Type C, 

when compared to Type B. This demonstrates the importance of 

intonation in improving the quality of synthetic speech. It 

is to be noted that Types B and C have been synthesized 

using base (default) durations for various basic units. We 

next synthesize Type C with computed durations (after 

application of the durational rules) for various basic 

units. We shall refer to this as Type D, that is, 

Type D: Type C nynthenised with aomputed durations 

It is observed that Type D is better than Type C. It is seen 

that in case of Type D, one perceive the syntactic 

boundaries of the sentence easily. 

These perceptual studies have been done for a number of 

sentences. We have observed consistently that sentences of 

Type D are better than the rest (Types A, B and C). This 

clearly demonstrates the importance of the present set of 

durational rules for Hindi. 



6 .4  SUMMARY 

In this chapter we have described some studies which 

evaluate the effectiveness of the durational rules 

incorporated in our text-to-speech system. For this we have 

compared the quality of speech obtained without and with the 

application of the durational rules. This has been done by 

(1) analytical means and (2) perceptual means. The results 

demonstrate the importance of durational knowledge in the 

text-to-speech system for Hindi. 



Chapter 71 BUMXARY AM) CONCLUSIONS 

In this thesis we have addressed the problem of using 

durational knowledge in a text-to-speech system for Hindi. 

Specifically, this thesis addressed issues pertaining to 

acquisition and incorporation of durational knowledge for 

Hindi as well as performance evaluation of the durationally 

guided text-to-speech system. 

The basic text-to-speech system, in which durational 

rules are incorporated, is based on parameter concatenation 

model. The basic speech units are the characters of Hindi. 

We collected the speech data for the basic units in a 

systematic way. We have evolved some guidelines for doing 

this. Our text-to-speech system for Hindi consists of two 

parts - an analysis part and a synthesis part. The analysis 
part consists of a preprocessor (to account for 

abbreviations, dates and other special symbols in the input 

text) and a parser ( to convert the preprocessed text to a 

sequence of basic units). The synthesis part involves the 

design of a speech synthesizer (issues like implementation 

of LP model and choice of various excitation models) and 

incorporation of durational knowledge in the system. Issues 

involved in the use of durational knowledge in our text-to- 

speech system are (i) acquisition of durational knowledge, 

( ii) incorporation of the durational knowledge and ( iii) 



performance evaluation of the durational knowledge. A number 

of experiments were performed to analyse the durational 

behaviour of various speech sounds in Hindi. Based on these 

studies, durational knowledge was obtained. The durational 

knowledge is incorporated in a text-to-speech system using 

concepts of base duration and percent change model. The 

durational knowledge is represented using production systems 

(IF-THEN rules). We have specified the rules for 

lengthening/ shortening in terms of percentages. The rules 

combine multiplicatively, if more than one rule applies for 

the same unit. The durational rules adjust the durations of 

the basic units depending upon their position and context in 

the input text. After application of all durational rules, 

the base duration of each unit is adjusted to obtain the 

duration to be used during synthesis of that unit. An 

inference engine, with a forward chaining control strategy, 

is used for the application of the durational rules. 

Performance of the durationally guided text-to-speech system 

has been evaluated, by analytical and perceptual means, for 

a number of sentences. For this we compared the quality of 

speech synthesized without and with the inclusion of the 

durational knowledge. There is an improvement in the speech 

quality after incorporation of the durational knowledge. 

This demonstrates the importance of the durational knowledge 

in our text-to-speech system for Hindi. 

The present system has been implemented on a VAXSTATION 

II/GPX computer running under VMS operating system. This 

system is equipped with the powerful VAXlab hardware/ 



LABstar software, meant for signal processing work. The 

software for the text-to-speech system is written in Pascal 

and FORTRAN 77. It consists of about 8000 lines of program. 

We have collected the parameters for the complete set of 

basic units (about 400) needed to synthesize any text in 

Hindi. 

To improve the quality of speech further, the following 

issues have to be considered: 

(1) m e s i s  of consonantal r e d o n s ~  For transient 

sounds like consonants (particularly the unvoiced regions), 

the basic synthesis model needs to be modified. 

(2) Goarticulation effects at secmental level : Some 

rules to reflect the changes in vocal tract parameters (LP 

coefficients, in our model) in various contexts have to be 

acquired. 

(3) rntonational r w  Rules pertaining to pitch 

variation (at both segmental and suprasegmental levels) need 

to be acquired. 

(4) Stress rules: Rules pertaining to gain variation 

(at both segmental and suprasegmental levels) need to be 

acquired. 



A p p e n d i x  I t  VAXSTATIOI DETAILS 

This appendix describes the hardware and software 

support in the VAXSTATION II/GPX system, on which the speech 

editor and the text-to-speech system have been implemented. 

The VAXSTATION system provides an environment for performing 

signal processing work. The VAXlab system is a combination 

of hardware and software components that creates the 

environment that the LabStar software requires. The VAXlab 

system can be used to control the real time hardware which 

consists of the A/D converter, the D/A converter and a real 

time clock. But the LabStar software actually provides a set 

of routines to perform real time 1/0 using the VAXlab 

hardware. The following two sections describe the VAXlab 

hardware and the LabStar software. 

A l . l  VAXlab H a r d w a r e  for 1/0 Support 

The AAV11-D is a two-channel 250-kHz digital-to-analog 

(D/A) converter with direct memory access (DMA). ADV11-D is 

a 50-kHz analog-to-digital (A/D) converter with programmable 

gain and DMA. The KWV11-C clock module is used as a steady 

frequency source for the A/D and D/A devices. File I/Q, a 

LabStar module device, moves data to a disk file using 

Queued Input Output (QIO). In QIO the user program queues 

buffers to the device for continuous processing of data. The 



device moves the data directly to disk using block I/O. As 

each file is read or written in ,blocks of 512 bytes each, 

the transfer is very fast. 

When the A/D and the D/A devices are set to do 

continuous Direct Memory Access (DMA), the DMA hardware runs 

continuously instead of stopping at the end of each buffer. 

The DMA can run at top speed without interruptions because 

it is confined to a 64K-byte block of memory that it wraps 

around. All the software has to do is to keep filling or 

emptying the buffers as fast as the DMA empties or fills 

them. We have used continuous DMA for the analog to digital 

conversion. 

Al.2 LabStar Software for 1/0 Support 

The LabStar Input Output (LIO) routines provide two 

types of interfaces: (a) synchronous read/write 1/0 and (b) 

asynchronous queued I/O. Synchronous 1/0 enables the user 

program to transfer a set of values to the device with one 

routine call. The routine call stops the program until the 

1/0 completes. Asynchronous 1/0 enables the user program to 

queue several sets of values to be transferred. The program 

continues execution during 1/0 operations, enabling 1/0 

operations to continue on one or more devices 

simultaneously. Asynchronous 1/0 has been used in the speech 

editor package. 

Each asynchronous 1/0 device has a device queue and a 

user queue. The user program puts a buffer in the device 

queue to send it to the device. The device processes the 



buffer and puts the buffer in the user queue to return it 

to the program. LIoSENQUEUE and LIO$DEQUEUE are the routines 

for accomplishing this. With devices set for asynchronous 

I/O, a program can set a device to forward completed buffers 

to another device. When the first device completes a buffer 

it immediately enqueues the buffer to the second device. 

The LabStar Graphics Package ( U P )  are a set of 

routines that can plot both real time data as well as data 

produced by calculations. These routines use the Graphical 

Kernel System (GKS) software to plot the data. 



Appendix 2: BPEECH EDITOR 

This appendix describes an interactive speech digitizer 

cum editor. Using this package we can digitize speech, edit 

the speech waveform graphically, and playback any desired 

portion of the speech waveform. We can also save a selected 

portion of the speech waveform in a file and edit any 

prestored speech data file. The motivation for developing 

the speech editor is as follows: 

(1) to digitize speech for speech analysis work, 

(2) as a general purpose speech editor to study the 

property and behaviour of speech for instance, to examine 

the duration of basic units in continuous speech, and 

(3) in creating an inventory of basic units during the 

development of a text-to-speech system. 

The input to the system is an array containing freshly 

digitized data or concatenated data loaded from files. Upon 

entering the EDIT mode, the user can display,   lay back, 

expand, delete or save a selected portion of the speech 

data. 

A 2 . 1  The Digitizer 

This module allows the user to digitize upto 30 

seconds of speech. The user can specify the number of 

seconds to be digitized. By default it is taken as 10 



seconds. Similarly, the sampling rate of the A/D converter 

can also be selected. As a bandwidth of 5 kHz for the speech 

signal is sufficient from the point of view of 

intelligibility, the default sampling rate is chosen as 10 

kHz. The resolution of the A/D converter is 12 bits. 

Many empty buffers (totaling 64KB) are first enqueued 

onto the A/D device. As soon as one buffer gets filled, it 

is dequeued and the contents are copied onto the main 

array. This buffer is then forwarded to the D/A device, 

which outputs the speech and forwards it back to the A/D 

device. Thus two actions are performed at the same time, 

namely, A/D conversion with simultanaous D/A. The software 

has to keep filling or emptying buffers as soon as the DMA 

empties or fills them. One can listen to the digitized 

speech while the digitization is in progress. This helps in 

monitoring the level of the input. The digitizer puts the 

data in a cyclic buffer, whose size (in number of seconds) 

can be set by the user as indicated earlier. When the buffer 

becomes full, the pointer is set back to the beginning and 

the old data is overwritten. On termination of digitization, 

the contents of the buffer are rotated if necessary. The 

buffer now contains the data for the last n seconds, where n 

is the size of the cyclic buffer array. The digitization 

results in an array of integers ranging between -2047 and 

2048. 



A2.2 The Bpeech Editor 

A disp lay  of t h e  e n t i r e  waveform is generated on a 

graphics  window. The u se r  chooses h i s  region of i n t e r e s t  by 

moving t h e  l e f t  and r i g h t  markers on t h e  p l o t .  There a r e  

f a c i l i t i e s  f o r  f a s t  movement and f i n e  movement of t h e  

markers a l so .  Once t h e  region has been f i xed  t h e  u se r  can 

perform any one of t h e  following ac t i ons  on t h e  s e l ec t ed  

region,  

(1) G e t  an enlucred  lot: Within t h i s  p l o t ,  t h e  u se r  can 

once again  move t h e  markers and a c t i v a t e  a f u r t h e r  enlarged 

p l o t  o r  perform any of t h e  following ac t ions .  

( 2 )  Go t o  t h e  nrevious/next l e v e l  RU: This  w i l l  d i sp l ay  

t h e  previous ( o r  next)  l e v e l  p l o t  on t h e  window. 

(3 )  playback sneech o u t ~ u t :  The da t a  is s p l i t  i n t o  bu f f e r s  

of maximum 64 KB each and t h e  bu f f e r s  a r e  forwarded t o  t h e  

D/A device.  The D/A device ou tpu t s  t h e  speech repeatedly  

with a reasonable gap between two success ive  outputs ,  u n t i l  

a key is pressed. 

( 4 )  j 4 u l t i ~ l v  t h e  a m ~ l i t u d e s  bv a t r a p e z o i d :  The u s e r  

s p e c i f i e s  t h e  m u l t i p l y i n g  f a c t o r s  a t  t h e  l e f t  and r i g h t  

marker pos i t ions .  The e n t i r e  region is sca led  by a s t r a i g h t  

l i n e ,  connecting t h e s e  two po in t s .  

(5) Delete t h e  e n t i r e  reaioq: The s e l ec t ed  po r t i on  of t h e  

waveform is de l e t ed  from t h e  a r ray .  It does not  a f f e c t  t h e  

waveform on t h e  d i s k  f i l e .  

(6)  Save t h e  rea ion  as  a d i s k  fm: The s e l ec t ed  por t ion  of 

t h e  waveform is  s t o r e d  i n  an  unformat ted  f i l e  o f  2- byte 

i n t ege r s .  The speech da ta  s t a r t s  from t h e  second block of 



the file, ie. at the 513th byte from the start of the file. 

The first block is a header block and can be used to store 

information about the speech data. The first four bytes of 

this header block contains the number of samples of the 

speech data in that file. 

(7) Bit t o  the main menu: This deletes the graphics window 

and displays the main menu. 

The user also has the option to change some of the global 

parameters like sampling clock rate, cyclic buffer size, 

filename extension and data directory. 



Appendix 3: TABLE OI I88CII CODE8 

I n  t h i s  appendix w e  g i v e  a l i s t i n g  o f  t h e  f i l e  

TABLE.TXT. The information i n  t h i s  f i l e  is used by a parser .  

The p a r s e r  is one of  t h e  modules i n  o u r  t ex t- to- speech  

system. The parse r  converts t h e  sequence of ISSCII codes 

i n t o  a sequence i n t o  a sequence of ba s i c  u n i t s  (see Sect ion 

4.4.3 f o r  more d e t a i l s ) .  The l i s t i n g  of t h e  f i l e ,  TABLE.TXT 

is as follows: 

............................................................ 
CODE TYPE INDEX NAME COMMENTS ............................................................ 
12 S -1 CARRIAGE RETURN 
32 S -1 BLANK 
33 S -1 1 
34 S -1 1) 

40 S -1 
S -1 

( 
41 

-1 
1 

42 S * 
44 S -1 I 

45 S -1 - 
46 S -1 
47 S -1 
48 D -1 

i 
0 1 

49 D -1 1 )  
50 D -1 2 1 
51 D -1 3 1 
52 D -1 4 ) DIGITS 
53 D -1 5 1 
54 D -1 6 1 
55 D -1 7 1 
56 D -1 8 1 
57 D -1 9 1 
58 S -1 . 
59 S -1 i 
63 S -1 

a - ? 
65 N -1 CHANDRA B I N D 1  
66 N -1 B I N D 1  
68 C 0 .3T VOWEL HEADER ; 'A' 
69 C 1 K ---------------- 
70 C 2 KH CONSONANTS 
71 C 3 G 
72 C 4 GH 



............................................................ 
CODE TYPE INDEX NAME COMMENTS .............................................................. 

CH 
CHH 
J 
J H  
TT 
TTH 
D 
DD 
NH 
TH 
THH 
DH 
DHH 
N 
P 
PH 
B 
BH 
M 
Y 
R 
L 
v 
S H  
SHH 
S 
H 
AA 
I 
I1 
u 
UU 
E 
E I  
0 
ou --------------- - 

\ HALANTH 

4 

I (FULL STOP)  
NUKTHA 



Appendix 4: LOOK-UP TABLES ?OR TEE PREPROCESSOR 

In this appendix we give listings of two text files: 

ABBR.TXT and NUMEXP.TXT. The information in these files is 

used by a preprocessor. The preprocessor is one of the 

modules of our text-to-speech system. The preprocessor scans 

the input text for abbreviations, numbers and special 

symbois, and converts them to their nspokenw forms (see 

Section 4 . 4 . 2 ) .  

The file ABBR.TXT contains some abbreviations and their 

expansions in terms of ISSCII codes. The format of the data 

is as follows: First the abbreviation is entered, terminated 

by 0. Next the expansion of the abbreviation is entered, 

terminated by 0. This file can be modified to include more 

abbreviations. The listing of ABBR.TXT is as follows: 

............................................................ 
ABBREVIATIONS AND THEIR EXPANSIONS 
Enter codes of abbr. and expansion 

(each terminated by 0) ............................................................ 
99 RU. 7;.  
111 
46 
0 
99 RUPAYE 
111 

Fibi 
87 
98 
115 
0 
87 PEI. 
116 

*. 
46 
0 
87 PEISE 
116 

%- 
106 
115 
0 
106 SAN 



SAN 

IISVII 

DAAN . 3- 

DAAKTAR ?n=a 

PAN. -ii 

PANDITH & 

0 
69 KILOMIITAR 



0 
106 SENTIIMIITAR 

The file NUMEXP.TXT contains information about the 

numbers (0 to 99) and their expansions in terms of ISSCII 

codes. Apart from these 100 numbers, the ISSCII codes 

corresponding to a few words are also stored in this file. 

The information in this file is used to convert any number 

to its nspoken@@ form. The format of the data in this file is 

as follows: Each number and the number of ISSCII codes in 

its spoken form are entered in one line separated by blanks. 

The next line contains the ISSCII codes (in sequence 

separated by blanks), corresponding to the spoken form of 

the number. The listing of NUMEXP.TXT is as follows: 

............................................................ 
NUMBERS AND THEIR EXPANSIONS 

Each record consists of the number, size of expansion, 
and the ISSCII codes of the expansion (on the next line) ............................................................ 
0 5 

104 112 86 120 98 SHUUNYA 
1 3 T 

68 115 69 EK 
2 2 

rn 
84 118 DHO &- 

THEEN d h  
CHAAR =TIT 

PAANCH ST;T 



CHHE 

SAATH 

AATTH 

NOU 

DHAS 

. . 

SOU 

KAROD 

DHASHAMLAV 

PEISE 



Appendix 5 :  HINDI C O N S O ~ S  AND VOWELS 

In this appendix, we list the consonants and vowels of 

Hindi. For each character, its name (as followed in our 

system) and its phonetic transcription (which is universal) 

are given. 

INDEX CHARACTER NAME PHONETIC 

TRANSCRIPTION 
............................................................ 

CONSONANTS: 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

K 

KH 

G 

GH 

CH 

CHH 

J 

JH 

TT 

TTH 

D 

DD 

Mi 

TH 

THH 

DH 

DHH 

N 



INDEX CHARACTER NAME PHONETIC 

TRANSCRIPTION 
............................................................ 

P 

PH 

B 

BH 

n 
Y 

R 

L 

v 
SH 

SHH 

S 

H 

z 



Appendix 6: LIST OF THE DURATIONAL RULES 

In this appendix we list the durational rules 

incorporated in a text-to-speech system for Hindi. The total 

number of rules is 31. The format of each rule is as 

follows: 

IF <number of antecedents > 
antecedent I .  
antecedent 2 

THEN < number of consequents > 
consequent I .  
consequent 2. 

The durational rules are as follows: 

Rule I: Positional effect 

(word final lengthening) 

IF 2 
character is in wordj!inalposition. 
character type is not cluster CCV: 
THEN I 
increase duration by 30pcrcent. 



Rule 2: Positional effect 

(exception to word final lengthening) 

IF 2 
character is in word jinal position 

character type is cluster CCV - 1. 
THEN 1 
increase duration by 15percent. 

Rule 3: Positional effect 

(exception to word final lengthening) 

IF 2 
character is in word final position 
character type is cluster CCV - 2. 
THEN 1 
increase duration by 30percent. 

pule 4: Positional effect 

(wmd beginning lengthening) 

IF 2 
character is in word beginning position 

character type is not cluster CCV: 
THEN 1 
increase duration by 10 percent. 

Rule 5: Positional effect 

(exception to word beginning lengthening) 

IF 2 
character is in word beginning position 
character type is cluster CCV - 1. 
THEN 1 

increase duration by 5percent. 



Rule 6: Positional effect 

(exception to word beginning lengthening) 

IF 2 
character is in word beginning position. 

character type is cluster CCV - 2 
THEN 1 

increase duration by 1 0 percent. 

pule 7: Prepausal lengthening effect 

(due to phrase boundary) 

IF 2 
character at phrase boundary position. 
character has vowel @on. 
THEN I 

increase duration by 3Opercent. 

Rule 8: Prepausal lengthening effect 

(due to phrase boundary) 

IF 2 
character at penultimate phrase boundaty position. 
next character does not have vowel region. 
THEN I 
increase duration by 30percent. 

Rule 9: Prepausal lengthening effect 

(due to sentence ending) 

IF 2 
character at sentence ending position. 
character has vowel region. 
THEN 1 
increase duration by 35percent. 



Rule 10: Prepausal lengthening effect 

(due to sentence ending) 

IF 2 
character at penultimate sentence ending position. 
nsrt character does not have vowel region. 
THEN I 
increase duration by 35percent. 

Rule 1L: Prepausal lengthening effect 

(due to breath group) 

IF 2 
character at breath group position. 
character has vowel region. 
THEN I 
increase duration by 35percent. 

Rule 12: Prepausal lengthening effect 

(due to breath group) 

IF 2 
character at penultimate breath group position. 

nsrt character does not have vowel region. 
THEN I 
increase duration by 35percent. 

Rule 13: Syllable boundary effect 

IF I 
unit is at syllable boundary. 
THEN I 
increase duration by I 0  percent. 



Rule 14: Post vocalic consonant effect 

(due to voiced stop) 

see Table 5.8, result 1 

IF 2 
unit belongs to CV category. 
next character is voiced stop. 
THEN 1 
increase duration by 15percent. 

m e  15: Post vocalic consonant effect 

(due to voiced stop) 

see Table 5.8, result 1 

IF 3 
unit belongs to CVcategory. 
next character is voiced stop. 
unit is trilL 
THEN 1 
increase duration by 11 percent. 

Pule 16: Post vocalic consonant effect 

(due to aspirated stop) 

see Table 5.8, result 2 

IF 2 
unit belongs to CVcategory. 
next character is aspirated stop. 
THEN 1 
increase duration by 8percent. 



Pule 17: Post vocalic consonant effect 

(due to aspirated stop) 

see Table 5.8, result 2 

IF 3 
unit belongs to CVcategory. 
next character is aspirated stop. 
unit is tntnU. 
THEN 1 
increase duration by Spercent. 

Rule 18: Post vocalic consonant effect 

(due to trill) 

see Table 5.8, result 3 

IF 2 
unit belongs to CVcategory. 
next character is tntnlL 
THEN 1 
increase duration by 30percent. 

Pule 19: Post vocalic consonant effect 

(due to fricative h) 

see Table 5.8, result 4 

IF 2 
unit belongs to CVcategory. 
next character isfricative ha 
THEN 1 
decrease duration by 25percent. 

Rule 20: Post vocalic consonant effect 

(due to nasals, n and m) 
see Table 5.8, result 5 

IF 2 
unit belongs to CVcategory. 
next character is nasal 

THEN 1 
decrease duration by 8percent. 



Pule 2L: Post vocalic consonant effect 

(due to semivowel y )  

see Table 5.8, result 6 

IF 2 

unit belongs to CVcategory. 
next character is semivowel y a  
THEN 1 
increase duration by 10 percent. 

Bule 22: Post vocalic consonant effect 

(due to semivowel v) 

see Table 5.8, result 7 

IF 2 
unit belongs to CVcategory. 
next character is semivowel va 
THEN 1 
increase duration by 15percent. 

Rule 23: Post vocalic consonant effect 

(due to voiced stop) 

see Table 5.8, result 1 along with exception 2 

IF 2 
unit belongs to V category. 
next chamcter is voiced stop. 
THEN 1 
increase duration by 21 percent. 

Rule 24: Post vocalic consonant effect 

(due to voiced stop) 

see Table 5.8, result 1 along with exception 2 

IF 3 
unit belongs to V category. 
next character is voiced stop. 
unit is tn-11. 
THEN 1 
increase duration by 15percent. 



Pule 25: Post vocalic consonant effect 

(due to aspirated stop) 

see Table 5.8, result 2 along with exception 2 

IF 2 
tcnir belongs to Vcategory. 
next character is aspirated stop. 
THEN 1 
increase duration by 11 percent. 

m e  26: Post vocalic consonant effect 

(due to aspirated stop) 

see Table 5.8, result 2 along with exception 2 

IF 3 
unit belongs to Vcategoiy. 
next character is aspirated stop. 
unit is trilL 
THEN 1 

increase duration by 7percent. 

Rule 27: Post vocalic consonant effect 

(due to trill r) 
see Table 5.8, result 3 along with exception 2 

IF 2 
unit belongs to Vcategoiy. 
next character is tn1L 
THEN 1 
increase duration by 42percent. 

Pule 28: Post vocalic consonant effect 

(due to fricative h) 

see Table 5.8, result 4 along with exception 2 

IF 2 
L& belongs to Vcategoiy. 
next character is fricative ha  
THEN 1 
decrease duration by 35percent. 



pule 29: Post vocalic consonant effect 

(due to nasals n and m) 
see Table 5.8, result 5 along with exception 2 

IF 2 
unit belongs to Vcategoty. 
next character is nasaL 

THEN 1 

decrease duratibn by 11 percent. 

pule 30: Post vocalic consonant effect 

(due to semivowel y) 

see Table 5.8, result 6 along with exception 2 

IF 2 
unit belongs to V categoty. 
next character is semivowel ya 
THEN 1 

increase duration by 14 percent. 

pule 3k: Post vocalic consonant effect 

(due to semivowel v) 

see Table 5.8, result 7 along with exception 2 

IF 2 
unit belongs to Vcategory. 
next character is semivowel v a  
THEN 1 
increase duration by 21 percent. 
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