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ABSTRACT

Text-to-speech conversion involves synthesizing speech from the text of a
language. Inorder for thesynthesized speech to be natural, we haveto model adequately
various features of the natural speech. The knowledge pertaining to these features
dependson the behaviour of speech production mechanism aswell asvarious linguistic
factors. One such knowledgesource isthe coarticul ation effect which isresponsible for
thesmooth flowing nature and hence afactor responsiblefor naturalnessof continuous
speech. Coarticulation can be defined astheinfluence on speech units by neighbouring
units in continuous speech, which is caused by physiological constraints of the
articulators. This  thesis addresses some issues in designing and implementing a
text-to-speech system for Hindi, an Indian language, with an emphasis on the problem
of acquisition and incorporation of the coarticulation knowledge. Coarticulation gives
rise to various transition patterns between adjacent speech units. In our approach to
text-to-speech conversion, we use a collection of basic speech units corresponding to
the characters of Hindi and use the coarticulation knowledge formulated as a set of
contextual rules to join these units.to produce continuous speech output.

The issues addressed here are concerned with acquisition and incorporation of
the coarticulation knowledge. The coarticulation patterns are decided by the nature of
speech units involved and also by the constraints due to physiological factors. These
patterns are generally speaker independent. They are derived and formulated from
examples of various contexts in natural speech. In order to incorpdrate the
coarticulation patterns while synthesizing speech, we need a representation of the
speech unitswhich has theflexibility of spectral and other parameter modification. This
Isaccomplished by using a suitable representation and synthesis scheme using various
speech parameters.

The main contributions of this work are thefollowing: (i) The coarticulation
knowledge isacquired and formulated asaset of rules, (ii) A representation scheme is
proposed for the basic speech unitswhich isflexible enough to alow incorporation of
the coarticulation knowledge, (iii) Collection of basic speech unitsof Hindi using
the above representation scheme, and (iv) Demonstration of a text-to-speech system
for Hindi incorporating the coarticulation rules.



Chapter 1

INTRODUCTION

1.1 COARTICULATION AND ITS IMPORTANCE IN TEXT-I'O-SPEECH
CONVERSION

Text-to-speech conversion involves synthesis of speech signal from theinput text
of alanguage. The nature of the synthesized speech is usualy restricted to the normal
reading style. While reading aloud atext, we use several knowledge sourceswhich had
been acquired by usover a period of time. These knowledge sources include low level
knowledge pertaining to the features of human speech production mechanism and
higher level knowledge such asintonation (fundamental frequency pattern), duration,
stress etc. In order for the synthesized speech to be natural, these knowledge sources
should beacquired and incorporated while synthesizing the speech from text. One such
knowledge source is corresponding to the coarticulation phenomenon in continuous
speech. Coarticulationrefersto the influence of featuresof aspeech unit onthefeatures
of another unit in continuous speech, which is caused by the physiological constraints
of thevocal tract system. The research work described in thisthesisisconcerned with
some issues in thedesign of a text-to-speech conversion system for Hindi, an Indian
language, especially for incorporating the acoustic feature variations pertaining to
coarticulation soastomakethesynthesized speech sound intelligible and natural. The
coarticulation isformulated as a knowledge base which consists of aset of rules. The
representation and synthesis scheme of the speech units is designed to be flexible for
modification by the coarticulation rules.

Knowledge issomething which is not normally taught formally asa set of rules,
but is acquired by human beings from examples, experience and practice. The
knowledge, if formulated as a set of explicit rules, becomesincomplete, imprecise and
inaccurate. Onereason for thisisour inability toexpressformally the constraintswhich
govern theinvisiblesystem beingstudied. For example, amedical expertise formulated
asaset of rulesoftenfails because most of the governing constraintscannot be captured
intheformulation. But if asystem isconstrained physically, it appearsthat thevariability



of output due to knowledge of the constraintswill beless. Asan example, consider the
writing process using cursive script which is analogous to the continuous speech. It
involves pen, paper, hand and aset of symbolsand hence thejoining pattern of adjacent
symbolsisdecided by the symbols and also by the physical medium. Coarticulation in
continuous speech issimilar to joining rulesfor the cursive script in several respects.
Coarticulation decides the joining pattern between adjacent sounds in continuous
speech. This causes ihe speech unitsto be different from what they are in isolation.
Fig. 1.1 shows the sound spectrogram of the utterance /bho:jan/ ('RlTr\"ﬂ' ) and the
constituent characters uttered in isolation. Coarticulation is a process involving
simultaneous movement of several articulators and these movements are decided by
the sounds being produced and the constraints due to physiological factors.
Coarticulation patterns generally show consistency across speakers. This suggests that
the coarticulation patterns can be formulated using examples of various contexts in
natural speech. In our approach to text- to-speech system design, we use a collection of
basic speech units and use the coarticulation knowledge formulated as a set of
contextual rulestojoin these units to produce continuous speech output.

Besides acquisition of the coarticulation knowledge as a set of rules, another
important issue isin incorporating this knowledge while synthesizing the speech. We
need a representation of the speech units which hastheflexibility of spectral and other
parameter modification. Choosing appropriate speech parameters involves signal
processing considerations. Construction of the basic unit data baseinvolves speech data
collection and analysisfor the extraction of the desired parameters.

Followingsection describe the broad issuesin building a text-to-speech system.
These issues form the context of our discussion in the chapters to follow. The chapter
concludes with a description of organization of the thesis.

1.21SSUESIN DEVELOPING A TEXT-TO-SPEECH SYSTEM
Theissues in atext-to-speech system design arerelated to

(i) Choiceof the speech synthesis model

(ii) Collection of datarequired for segmental synthesis
(iii) Acquisition and incorporation of various knowledge sources required for

prolucing natural sounding speech.
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1.1 Illustration of the coarticulation effect between speech
segnent s
(a) The waveform and spectrogramof the word /bhojan/ (3ir&A#)
in H ndi
(b) The waveform and spectrogram of the characters /bho/ @,
/jas (4) and /n/ (3) uttered in isolation. The changes in
the spectrogramof the vowels of /bho/ and /jas/ in (a)
above are due to the context.
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(a) The waveform and spectrogramof the word /bhojan/ (SrH= )
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above are due to the context.



1.2.1 Choice of the synthesis model

The common approaches used in atext-to-speech conversion system are: (i)
Concatenation method and (ii) Synthesis-by-rule method. The concatenation method
basically involves collecting and prestoring the basic specch units (basic units)
(O’Shaughnessy, 1984; Lukaszewicz et al ., 1987).1n order to synthesize agiven text, the
text is parsed into a sequence of the constituent basic units, and then the
corresponding segments are joined together to get the speech output. In
synthesis-by-rule method aset of rules operateon thegiven text to producea parameter
sequence which is then synthesized (Allen et al, 1987; Allen, 1976; Docherty et al ,
1988). The rules are for the generation of basic speech units (acoustic-phonetic
knowledge) and for the naturalness of the synthesized speech (Holmes, 1988).

The concatenation method issimpler conceptually and requireslesstime for
implementation. But it:fl()t flexiblefor modification. The synthesis-by-rule method is
flexible since no prestored speech is used for synthesis. But it requires both the
knowledge for synthesis of basic speech units as well as the knowledge for
naturalness to be acquired and incorporated. Also the inaccuracy in the knowledge
appears as degradation in the quality of the synthesized speech.

1.2.2 Data collection for segmental synthesis

The second issue is concerned with the collection and representation of the
information required for the synthesis of basic speech units. The way thisis done
depends on the synthesis model used. In concatenation method the speech data for
all basic units of speech are collected from natural speech data and stored. But in
synthesis-by-rule method the acoustic phonetic knowledge for synthesis of basic
speech unitsisto be acquired and represented asrules or tables.

1.23 Knowledge sour cesfor naturalness

Human speech is characterized by (i) segmental and (ii) suprasegmental
features which collectively contribute to the naturalness of the speech. A segment
refers to somesmall chosen unit of speech (eg. phonemes, syllables etc.). Segmental
features refer to those which decide the phonetic quality of the segment.
Suprasegmental or prosodicfeatureshave their domain extended over morethanone
segment i.e., syllables, morphemes, phrases, sentences etc. The suprasegmental



featuresare the rhythm (duration), stress (intensity) and intonation (pitch). The terms
in parentheses are the acoustic parameters in which the corresponding features are
manifested (Lehiste, 1970). Suprasegmental features are the overlaid functionsaf the
corresponding segmental features (Rajesh Kumar, 1990). For example, intonation is
the overlaid function of the periodicity (voicing) of al segments-in an utterance. The
suprasegmental features are influenced by factors such as phonetic and syntactic
context, semantics, emotional state of the speaker etc.

In continuous speech, the segmental features are subjected to changes decided
by the phonetic context. These changes are caused by the coarticul ation effect and give
rise to certain joining patterns between adjacent speech units.

The knowledge issue concernswith the acquisition of the knowledge pertaining
to these features from natural speech and their incorporation into the text-to-speech
system to make the synthesized speech sound intelligible and natural. The various
categoriesof the knowledge, their domain, the acoustic parametersthey affect and their
linguistic function are given in Table 1.1.

Table 1.1 Categories of knowledge, their domain, parameters affected and linguistic

function
Knowledge Domain Parameters Linguistic function
Segmental Speech unit Spectral parameters Phonetic quality of
» segments
Coarticulation Speech units & Spectral parameters | Smooth flowing nature
transitions between of speech
them
Suprasegmentals Phrase, sentence etc. Pitch, duration and | Intonation, rhythm and
intensity stress

In thisthesiswe address some issuesin the design of atext-to-speech systemfor
Hindi using the concatenation model. We specifically address the issues in the
acquisition and incorporation of the coarticulation knowledge.

1.3ORGANIZATION OF THE THESIS

This thesis is organized as follows: Chapter 2 gives an overview of studies on
coarticulation. It reviews studies on coarticulation knowledge for text-to-speech
conversionfor afew languages. Chapter 3 discussesthe design detail sof atext-to-speech



system for Hindi. Chapter 4 discusses the issues in the acquisition and incorporation of
thecoarticulation knowledgeinto the text-to-speech system. Chapter 5givestestingand
evaluation procedures used to test the database of basic speech units and to evaluate

thequality improvement in syntheticspeech dueto coarticulation rules. Chapter 6 gives
asummary of thiswork.

Note on notation:

Throughout thisthesiswe use squure brackets/ / to enclose phonetictranscriptions

and dashes/ /to enclose phonemic transcriptions. The phonetic transcription of each of
the consonants and vowels in Hindi is given in Appendix 5.



Chapter 2

STUDIESON COARTICULATION - AN OVERVIEW

2.1INTRODUCTION

In normal conversation we speak at a rate of 100 - 170 words per minute. Each
word is, on an average, made up of around five different speech sounds. Faster rate of
speech, say over 200words per minute, isalso possible. Y et thesewordsare spoken with
sufficient precision, though they could bedifferent if spoken inisolation. Phonologically
significant speech sounds have to be maintained distinctly in order to convey the correct
meaning of the utterance.

High quality of speech output is possible while reading aloud a predetermined
text consisting of different classes of speech sounds, by manipulating the complex
speech production system. No single part is solely responsible for speech production.
Speech is a simultaneous but systematically coordinated activity of several muscular
systems that are attached to the different parts of the speech production system. The
varying degreesaf overlapping or simultaneous movement of different organsinvolved
in the production of speech segment is called coarticulation.

Fig.2.1 shows parts of the vocaltract system involved in the speech production.
Wecan illustrate asto how parts of speech production mechanism that arefunctionally
independent of one another yet work in remarkably good coordination. The lips,
tongue, velum, and larynx function almost independent of one another but in aclosely
coordinated sequence. Simultaneous articul ations (doubl e coarticulation) are possible
by the speech production mechanism as for example, a closure by the bilabials and
lingual constriction at different pointsin the vocal tract simultaneously asin /a:pka:/
(3™ &0). Similarly, voiced fricatives such as/z/ @) are produced when vocal cords keep
vibrating while turbulence is created at a constriction in the vocal tract.
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Fig. 2.1 Parts of voca tract system involved in speech production

2.2EVIDENCE FOR COARTICULATION

Articulatory, acoustic and perceptual evidences are readily available for
explaining the coarticulation phenomenon. The articulatory evidence is obtained
through the use of photography, or X-ray radiography. The muscle activity is studied
through electromyography (EM G). Acoustic evidences are available through indirect
means. T he acoustic evidence hasimplications in the devel opment of speech synthesis
and speech recognition systems. Perceptual evidences indicate that the coarticulation
phenomenon is useful for human recognition of the adjoining segments.

23IMPORTANCE OF COARTTCULATTON

Speech production involvestwo fundamental aspects: stationary properties of
phoneme realization and the dynamic properties governing the fusion of strings of
discrete units (phonemes) into continuous speech. The transitional aspects of speech
are asimportant as the stationary part for perception of speech. For example, isolated
vowels are perceived in terms of locations of first two or three formants (vocal tract
resonance frequencies), while the diphthongs are perceived due to vowd to vowel
formant transition. Perception of vowels in typical context depends on the formant
movementsinto, during and out of the vowel (O’Shaughnessy, 1987). It isreported that



vowel perception in CV C context is more aided by the CV and V Cformant transitions
than the steady region of the vowe itsdlf (Strange et al, 1983). Studies using synthetic
speech show that the acoustic cues to the perception of place of articulation feature of
a consonant reside primarily in the spectral transition between the consonant and the
adjacent vowel (Delattre et al, 1955). Formant transitions, in addition to helping
phoneme identification, aid in auditory stream integration. Synthetic speech without
such transitions tend to be perceived as two separate sound streams. Inadequate
modeling of formant transitions may lead to fricatives being heard as isolated hisses
superimposed on the rest of the synthetic speech (O’Shaughnessy, 1987).

24TYPESOF COARTICULATION

There are two maor types of coarticulation based on the direction of the
coarticulation effects.

24.1 Anticipatory coarticulation or forward coarticul ation

Thegestureof the articulatorsfor agiven phoneme isset during thearticulation
of the preceding phoneme provided the gesture does not cause qualitatively significant
changes in the current unit. Anticipatory coarticulation phenomena may even extend
over many phonemes. This suggests that speech production is a planned activity. The
coarticulatory effectsof agiven segment over asequence of segments need not be same
in the context of a different sequence of segments.

A striking example for the anticipatory coarticulation is the lip protrusion
featurein French (Benguerel & Cowen, 1974). The feature lip protrusion may begin
upto six segmentsin advance of itsrequisite appearance. Thisgesture of lip protrusion
may be schematized asfollows:

Istrstry

Theseries of consonants beginning with /s/ after the unrounded vowel /i/ show
the feature lip rounding in anticipation of the rounded /y/. In Hindi, anticipatory velar
loweringfor nasal consonant takes place during the preceding vowe. Thiscan beshown
as

10



pa:n
The vowel-to-consonant lingual ~~articulatiom Hindi isalso an example o
anticipatory coarticulation.

2.4.2Carry-over Coarticulation

Thegesture of agivenfeature remain, to some extent, during the articulation of
the following segment. Studies indicate that the carry-over coarticulation effectsare
duetotheinertia of the articulators. Further, these coarticul ation effects are attributed
to low level phenomenon.

An example would be the presence dof lip protrusion during the segment /s/ of
the word 'boots [buts]. The lip protrusion associated with /u/ has apparently been
retained till the following segment /t/and /s/ asin

buts
Normally the carry-over effectsdo not extend beyond the immediately adjacent
segment (Gay, 1977).

25 MODELSOF COARTICULATION

Several theoretical models have been proposed to explain the coarticulation
phenomena. These models construe phoneme either as a bundle of features or
articulatory targets which spread to the adjacent phonemes.

Theoverlapping of the articulatory movements definitely show that the speech
organsarenot capableadf infinite accel eration. Thetransition between segmentsreveals
theinteractive influences of the segments. Coarticulation in cases where the influence
exceeds the immediately adjacent segment cannot be explained by simple inertial
effects of the muscles but callsfor theoretical explanation. The motor controls during
the intervening segments have simultaneous information about the segment ahead of
as many as 9x segments. In these cases we can conclude that the coarticulation
phenomenon exceed beyond two adjacent segment%are well planned (Whalen, 1990).

. 1% L) . ; ;b Con i .
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Several models are available about the organizational unit based on the coarticulation
knowledge.

2.5.1 Kozhevnikov-Chistovich articulatory syllable

Based on data in Russian, Kozhevnikov & Chistovich (1965) have argued that
the range of forward coarticulation mirrors the articulatory unit. In their data the lip
protrusion which is a characteristic feature of rounded vowd starts from the very first
consonant in the sequence. This can be schematized asfollows:

C (C)(C) V [rounded]

Thus, the articulatory syllable can be CV, CCV, CCCV etc. and it resembles
Stetson’s (1951) theory according to which CV is the basic articulatory unit. The
articulatory command that begins at a consonant endswith the following vowel.

The disadvantage of the model is that the coarticulation between a vowel and
the following segments are not considered. There are instances of anticipatory velar
lowering during the articulation of a vowe in anticipation of a nasal consonant
irrespective of a word boundary that exists in between (Moll & Danilloff, 1971). This
anticipatory velar lowering cannot be explained by this model.

Ohman’s (1966) studies based on spectrographic study of ViCV2 utterances
reveals that anticipatory coarticulation ranges from Vi to V2. The acoustic
characteristics of Vi depends upon the characteristics of the transconsonantal vowel
V2 Thus the articulatory requirements of Vi is determined by the articulatory
requirements of V2 According to thismodel the coarticulatory patterns would be

ViC V3

Ohman’s study iscorroborated by acineflurographic study (Kent & Moll, 1972).
This study reveals that the tongue position for [i] is dightly less in its height when
followed by a stressed syllable with [u]. However, the tongue heightfor [i] is well
maintained when it isfollowed by stressed syllablewith afront vowel. Thissuggests that
the articulatory characteristics of V1 isconditioned by V2.

12



MacNeilage & DeClerk (1969) compared the intensity of the coarticulation
between CV and V C sequences on monosyllabicCV Cdata. Thisstudy suggests that the
coarticulation between CV is more intricate than between V C sequence.

2.5.2 Wickelgren's context-sensitive model

In this theory speech units are coded allophonically as context sensitive
elementary motor responses (Wickelgren, 1969). Each unit is encoded in the context
of its left and right segments only. However, other models have shown that
coarticulation phenomenon is not limited to only its immediately neighboring
segments. Also the number of basic units of speech production goes beyond thousands
as each segment is considered in the context of neighboring segments.

2.5.3 Feature-based models

Thismodel assumesthe input unit (phonemeor phoneticunit) isconceptualized
asavector of component feature, which are directly related to motor implementation.
This model wasshown in acomputer simulation of speech articulation (Henke, 1966).
It accepts a sequence o phonetic segments as input and gives the output as the
Instantaneousstates of the articulatory system. Each articulator continuously moves to
the next goal provided it does not affect the articulatory requirements of the adjacent
units. Definitely, all the organs of speech are involved in the articulation of any
intermediary segmentslook ahead for the segments in the string and move accordingly
based on compatibility criterion. The compatibility criterion suggests that a feature is
specified earlier than its present segment so long as the articul ation by that feature does
not contradict with the articulatory movements of the present segments concerned.

The features are binary valued, either “+” or “-”. When the feature is not
relevant “0™is specified. At the articulatory goal level a specified feature of a segment
setsin much ahead. For illustration, we can take the caseof lip protrusion coarticulation
in French (Bengueral & Cowen, 1974). For the segments in (1) below, the phonetic
featuresof lip protrusion are specified in (2). The segment [i] isspecified a”-" value for
the feature, lip protrusion. The final segment /y/ is valued as “ . Other segments in
between arespecified as“0"s as their valuesare not critical. Therefore, the anticipatory
coarticulation of thefeature lip protrusion takes place immediately after the preceding
vowel which hasa”-" lip protrusion feature as in (3).



An inadequacy of this model is that for more than 50% of the time the lip
rounding feature starts during the articulation of the vowd [i]. Specificationof a“ +”
value for the unrounded vowel prevents phonetic contrast in French.

2.5.4 Hierarchical model

This model assumes many ievels of speech organization with complex
interactions between them. In the model proposed by Liberman (1970) the features
have specific articulatory muscle targets and the phones are organized into syllables.
The syllables also have overlapping but independent articulatory components.

2.6 STUDIES ON COARTICULATION FOR TEXT-TO-SPEECH SYSTEMS FOR
SOME MAJOR LANGUAGES

Studies on the devel opment of text-to-speech systemsfor some major languages
incorporating the coarticulation knowledgeare discussed in the following sections.

A rule based segmental synthesis module for French, which makes use of
coarticulation rulesto improve quality, isreported (Rizet, 1991). The module converts
an allophonic string into an acoustic parameter file to be sent to the synthesizer. A
hybrid cascade/parallel synthesizer was chosen. The rule set is based on a phonetic
feature approach. The feature matrix was designed with respect to the following
phonetic description: Vowels are described using the front/back, rounded/unrounded
and oral/nasal contrasts and four values on the opedclose scale. Consonants are
described usingthe place and manner of articulation and the voiced/unvoiced contrast.
The default specifications of the control parameters for the phonetic segments are
stored in a table. The parameters include formant values and their bandwidths,
amplitude values (for parallel formant synthesizer) various durations like steady, |eft
and right sidetransition durationsof a unit. T he table contains about 1200 target values
extracted from amale speaker data base. The main modul e applies a coarticulation rule
set using the default valuesin a table and produces the synthesizer control parameters



every 5 ms. A coarticulation rule specifies the changes to be made in the default
parametersd a phonetic segment based on itsleft and right contextswhich are one or
more phonetic segments and/or phonetic features.

G. Helke et al, (1991) described modeling coarticulation for a German
text-to-speech system KOLLE, which is based on the articulatory model of synthesis.
He emphasizes the auditory feedback strategies, combined with general phonetic
knowledge about the relation between articulation and acoustics as the basis for the
generation of coarticulation rules. The KOLL E synthesis system produces a sequence
of articulatory movementsand asynthesized speechsignal fromastring of orthographic
symbols input to the system. This is done by a pair of modules: the transformation
modul e and the articulatory module. Theinput to the transformation moduleisastring
of phonetic symbolsderived from the original orthographic input string. The output of
this module isa sequence of articulatory target positions, separated in time by 6.4 ms.
Thisisinput to thearticulatory modul ewhich generatestheareafunctionsofvocal tract.
The sequence of area functions is then used to synthesize the speech. The
transformation module makes use of articulatory target positions associated with each
input symbol. These articulatory target positions are initially defined as a set of
articulatory parameters. In the case of consonants, the nondistinctive parameters are
left free. These are to be filled depending on the neighboring symbols in the input
string, physiological and dynamic restrictions of possible articulator movements and
language specific restrictions. These restrictions form the basis of coarticulation rules.
For the KOLLE system, auditory feedback strategiesare used to generate rules. This
auditory control focuseson segmental featuressuch asquality of theintended segments
(especially the consonants) and the correct number of segments (i.e, no additional or
missing sounds).

A neural network based spectral interpolation for speech synthesis by rule has
been reported (Ishikavaet al, 1991). Two types of artificial neural networkswere used;
one for phoneme recognition and the other for spectral synthesis. A recognition
network performs mapping a spectrum on to a vector of which elements represent
similaritiesto each phoneme (phonemicvector). A spectral synthesis network-performs
inverse transformation of arecognition network, i.e., it maps the phonemic vector onto
aspectrum. In order to interpolate two phonemic target spectra, we have to first obtain
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the corresponding phonemic vectors. Thisis done by the recognition network. Input to
thisnetwork isthe normalized sampled mel_spectrum and the recognition result, which
represents a phonemic vector, is obtained as an analog output. This neural network
performs the inverse transformation of the synthesis network. Using these neural
networks, interpolation between two synthesis unitsare performed. At first, applying
the recognition network, two phonemic vectors are obtained from spectra at the last
frame of the previous unit and at first frame in the following unit. Phonemic vectors o
interpolation segment is calculated by linear or some other interpolation method
between these vectors. Finaly, the spectral synthesis network maps the phonemic
vectors on to the spectra. Thus, the two types of networks perform the to and fro
transformations between spectral and phonemicspace. Since itis very difficult for these
networksto carry out recognition or synthesisfor all phonemes, consonants should be
classified and multiple set of networks are required.

2.7 COARTICULATION KNOWLEDGE FOR A TEXT-TO-SPEECH SYSTEM FOR
HINDI

The coarticulation phenomenon has to be captured and implemented for the
identification of segments themselves besides giving natural ness to the speech output.
The major coarticulation typesin Hindi are discussed in the following sections.

2.7.1 Vowel-to-consonant coarticulation

Lingual coarticulation is concerned with the function of tongue as the active
articulator. The movement of the tongue within the area of oral cavity modifies the
cavity which is reflected in the resonance modes. The cavity changes are due to the
movement of either the tongue or the lips towards the articulatory gesture of the
ensuing consonant in a vV C sequence.

2.7.2 Consonant-to-vowel coarticulation

Coarticulation takes place between the consonant and the following vowel and
vice versa_ The Ccv coartlculathn ’IIS not our prime concern a(? the—eoarticutation

Mm,lq YepYe Sea

kﬂewleége is preserved-as the CV trangition part ispreserved-in the basic unit of the

text-to-speech conversion system.
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2.73Vowel-to-vowe coarticulation

Vowedscan be conveniently represented in the F1-F2 plane (Potter & Steinberg,
1950; Peterson & Barney, 1952; Fant, 1959). These F1-F2 correspond to the first two
resonant modes of the voca tract. These two formants are sufficient to synthesize
satisfactorily the vowels. However, in continuousspeech the dynamicsof theseformants
are important for the perception of vowel in the given context. For appropriate
representation of vowels in text-to-speech systems we need to know the information
regarding the steady state valueswhich are essential for the identification of the vowel.
Studiesshow that the steady state valuesof vowelsvary in continuous speech depending
upon factors like the vowe space, the neighboring consonants etc.

In Hindi, vowel sequencesof different types(quality) of vowelsare common. A
few examples are /hua:/ (@4‘), [a:of ('3-“?6, fjazief (CFTET ) etc. The important
information that isrequired for synthesizing the vowel transitions consists of the steady
state formant values of vowels, the transition values and the duration of formant
transition.

2.7.4 Nasalization

Nasalization is concerned with interaction of oral and nasal cavities in speech
production.Thevelum guidesthe air that comesfrom the lungseither to the oral cavity
by closing the nasal tract as in ora sounds, or the reverse asin nasa sounds, or an
intermediate state as in the nasalized vowels. Variation in the acoustic dataof nasalsis
caused hy factors such as the width of the nasal cavity, the amount of mucousfilled in
the cavity, the hair in the nasal passage etc. (Fant, 1960).

Nasalization isa common coarticulation process in continuous speech. Vowels
are nasalized in the context of nasal sounds and this process is rather a rule than
exception. Nasal sounds that occur on either side influence the vowel. The degree of
nasalization on the vowel depends upon the position of the nasal consonant. In most
languages vowel isfound to be more influenced when followed by a nasal consonant
and therefore thisfeature (V C nasalization) is considered universal (Ferguson, 1975).
However, studies are also available to show that the preceding consonant influences
the vowel to alarge extent (Nagamma reddy, 1990). In Hindi, vowelsseem to be more
influenced by the following consonant (Ohala, 1983). The amount of nasalization of the
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vowel as in /na:m/ (e11d) is more when it is both preceded and followed by nasa
consonants in Hindi. The information on quantity of nasalization is required to
adequately modify the parameters concerned in speech synthesis systems.

Perceptual analysisindicate the vowelsin Hindi are nasalized even when there
Isanasa consonant across the intermediary speech segments|[w, Y, h, 1] in asequence
as in [khad.a:u:] (Wﬁi) in which the velum starts lowering after the initia stop
(Ohala, 1983).

Nasalization is studied from many perspectives - speech perception, speech
synthesisand articulatory phonetics. (Smith, 1951; House & Stevens, 1956; Fant, 1960).
Though there are differences in the observations of the above studies, there is
agreement on someof the points onvowe nasalization. They are: (i) Theintensity level
of the F1islessthan that of F2and (ii) The energy level of theformantsisless than that
of oral vowels. Inour study on Hindi nasalized vowels, we have observed that the second
formant frequency is dlightly shifted towards right, particularly in the open and back
vowels. Thisisshown in the Fig. 2.2. Also, the energy level of the second formant is
dlightly higher in the nasalized vowel.

In Hindi orthography there are two signs used for nasalization, anunasika ()
and anmar a (<). Anunasika is used for indicating nasalized vowels as in /ha’/ (ﬁ).
However, the sign anmar a is also used to indicate nasalized vowels when there are
strokes on the top of the letter asin /hai/ (%;). Anusvara isnormally used to indicate
homorganic nasals word medially. Thefollowing are some of the examples.

/andar/ ( Bf\_c‘;f\)
/anda:/ ( SV )

/si:ncna:/ ("IQV;F“)

/amnkh/ ( 33TRA )



(a)

0 —> S5kHz
k— 25.6msg >1

(b)

0 — S5kHz

Fig. 22 (@) LP spectrum and waveform of nasalized vowel [&]
(Thevertical lines correspond to the formant peaks)

(b) LPspectrum for the oral vowel [a]

2.7.5 Consonant-to-consonant coarticulation

Coarticulation takes place between consonants (within clusters) as well. The
following are our observations on the effect of coarticulation on consonant durations
in cluster consonants: In stop consonant clustersof type C1Ci (i.e., botk consonants are
the same) the duration of the cluster is more than that of a single consonant. For
example, in/bacca;/ (d —==ll) thesilenceduration of /cc/ (=) is about 1.5 times
that of a/c/ () inword medial position. In consonant clusters of type stop followed by
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glide (such as/khy/ () in /mukhya/ (W )) the duration of the stop consonant is
increased about 1.5 times.

2.8 FACTORSAFFECTING COARTICULATION

Themajor factors that affect coarticulation are the language specific constraints
and external factors like speaking rate and style. The language specific constraints
include the proximity of phonologically contrastive unitsin asequence (Manuel, 1990).
Inlanguage with crowded vowel space, for example, the range of coarticulation issmall.
On the other hand, if the vowels are spread apart, the amount of coarticulation will be
more. T he prosodic and syntactic environments al so affect the degree of coarticulation.

29 UMMARY

Speech is a simultaneous but systematically coordinated activity of several
muscular systems that are attached to different parts of the speech production system.
The varying degrees of overlapping or simultaneous movement of different organs
involved in the production of speech segment is called coarticulation. The transitiona
aspects of speech are as important as the stationary part for perception of speech.
Several theoretical models have been proposed to explain the coarticulation
phenomena. There are two mgjor types of coarticulation based on the direction of the
coarticulation effects, namely, anticipatory coarticulation or forward coarticul ation and
carry-over coarticulation. Coarticulation takes place between consonants (within
clusters), between vowelsand between the consonant and the following vowel and vice
versa. The coarticulation phenomena is also classified in terms of the articulators
responsiblefor it. Lingual coarticulationisconcerned with thefunction of tongueasthe
activearticulator. Nasalization isconcerned with interaction of oral and nasal cavities
in speech production. Vowels are nasalized in the context of nasal sounds and this
processis rather a rule than exception. The major factors that affect coarticulation are
the language specific constraints and external factorslike speaking rate and style.

20



Chapter 3

ARCHITECTURE OF A TEXT-TO-SPEECH SY STEM
FOR HINDI

3.1 INTRODUCTION

The commonly used approaches to text-to-speech system design are: (i)
Concatenation method and (ii) Synthesis-by-rule method. There are two schemes for
concatenation method: the waveform concatenation and the parameter
concatenation. We have chosen the parameter concatenation scheme since it
givesflexibility for manipulation so that we can incorporate various knowledge sources
to improve the naturalness of the synthesized speech. The parameter concatenation
approach is described in section 3.2. Various phases o the text-to-speech conversion
process are described in section 3.3. Section 3.4 examines various alternatives for the
basic unitsfor synthesisand gives the justification for choosing the characters of Hindi
as basic units. It aso discusses representation schemes for basic unitswith emphasis on.
the flexibility of parameter modification. Finally issuesin constructing the data base of
basic unitsin this representation are discussed.

3.2SPEECH SYNTHESISMODEL

In the concatenation approach to text-to-speech system design, the chosen
basic unitsof speech can be stored using time domain coding or in the form of some
parameters suitable for synthesis. The former method is called the waveform
concatenation method and the latter iscalled parameter concatenation method. In the
waveform concatenation scheme (Srikant et a, 1989) speech soundsaf all basic units
are sampled and prestored digitaly. The basic units corresponding to the text to be
synthesized are joined in the appropriate sequence to produce the speech. The speech
output from this method does have high intelligibility but lacks naturalness and
smooth flowing nature of speech. Limitations of waveform concatenation model are:
() It is not flexible to facilitate the incorporation of various knowledge sources to
improve the naturalness and (ii) It requires large amount of storage. Some of these



disadvantages are overcomein parameter concatenation model (Sriram et ai, 1989)
by using appropriate parameters. The parameter concatenation approach requires
less storage but takes more computation time than the waveform concatenation
method. Because of the flexibility the parameter concatenation model ischosen for
the present system. The parameters used are the Linear Prediction (L P) coefficients or
formant frequencies to model thevocal tract filter characteristics and the pitch and
gain (intensity) to model the source (vocal chords excitation) of the human speech
production system. The speech synthesis model using these parameters is' shown
schematicallg\Fig. 3.1

Pitch period
Vocal tract
Periodic filter parameters
excitation (LPC/formants)
J

L o eln) | 1|
t @ H(Z) . - \ S(n)
1 ARZ) ‘
Voiced/
unvoiced 8switc Synthesized
- G speech
Gain
Random
noise

Fig. 3.1 Speech synthesis model
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The vocal tract system is represented by the time varying digital fllter whose

.u;(u\" MJ 5/(6/;

spectral characteristicsisspecified by the LP coeff|C| ents or formant frequenc1es The
excitationsignal is generated from the pitch and gain parameters using an excitation
model. The basic units chosen are characters of Hindi for reasons explained in Section
3.4.The representation scheme of basic units uses LPCs to represent regions like
voice bar (initial voicing in consonants), burst, aspiration etc. The vowel region
which ismainly influenced by coarticulation is represented using formants. This is
very convenient since coarticulation rules are formulated in terms of formant
frequency changes. The excitation generator represents the source of the human
speech production system. Thisis represented by periodic sequence of impulses in
the case of voiced excitation and random noise for unvoiced excitation. The intensity
iscontrolled by thegain parameter. This model issufficient togenerate al basic units
except nasalsfor which we use an additional pole-zero pair inthefilter.

3.3VARIOUSPHASES IN TEXT-TO-SPEECH CONVERSION

The text-to-speech conversion processinvolves two major phases: (i) The text
analysis phase and (ii) Synthesis phase. The former phase consists of preprocessing
the input text to expand abbreviations etc. and then parsing it into a sequence of
basic units of speech. The synthesis process involves the concatenation of the
parametersof these unitsinthe correct sequence and synthesis after the application
of both segmental and suprasegmental rules for naturalness. The flow chartin
Fig. 3.2 shows thevarious kinds of processing involved in the text-to- speech
conversion.

3.3.1 Input

Theinput isHindi text in Indian Standard Codefor Information Interchange
(ISCI1). This may be typed in through an ISCII key board or input from a prestored
ISCII file. The table of the ISCII codeisgiven in Appendix 3.

3.3.2 Preprocessor

Thefunction of the preprocessor isto expand the abbreviations in the text and
also to convert the numerals to corresponding text. Thisisdone usualy with the help
of look up tables. The preprocessor functions are listed below with examples.
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’ Text Input

ll

Preprocessor | ___________. __.| Abbreviation
: | Dictionery

Parser  e--eeeoemmmneeee-
Lookup tables
| — |
Concatenation Pre-stored |
T . parameters

ﬂ

! : .
Synthesis | Lo concatenation
i rules
D-to-A |
conversion |

Fig. 3.2 Phasesin text-to-speech conversion

(i) Expand abbreviations to their spoken forms.

Eg. /da:n/ (ﬁ ) isexpanded to /da:ktar/ (SVa4R).
(ii) Convert numeralsto their text form.

Eg. 120.45 isexpanded to /e:k sau bi:s dasamlav ca:r pa:nc/

(5% Bt &7 gIeag oy di=)

(iii) Convert year from numera to text form.

Eg. /san 19471 @+ 19+7) isexpanded to /san unni:s sau sainta:li:s/

e s B S

(iv) Convert currency to their text form.
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Eg./ru: 12.351 (X. 12.35) isexpanded to /ru:paye: ba:rah paise: painthi:s/
\ .
(xaw atizr o A,

The preprocessor makes use of two look uptables, one for abbreviationsand
the other for numerals (see Appendix 4).

333 Parser

The parser module parsestheinput text into asequence of basic unit names.
Thismoduleissimpler for Hindi ascompared to nonphonetic languageslike English
(where | etter-to-phoneme rules or dictionary lookupsare used). In the present system
name of acharacter (basic unit) conssts of four components.

(@ Consonant name (if present)

(b) Vowe name (if present)

(c) Nasalizationindicator (if present)

(d) Positionindicator (isolated or withinaword)

Each character inthe input text hasa corresponding sequence o 1SCII codes.
For dl I1SCIl codes whose type is'C' or *V’ their names are obtained from a lookup
table (see Appendix 3). If any ISCII codeisd type'N', then the nasalized indicator is
'n'. Otherwise it is null. For dl basic units occurring in polysyllabic words, the
positionindicator is'2. If the basic unit occurs asa monosyllableword, the position
indicator is'3. Thenameof abasic unitisobtained by concatenating these components
in the sequence listed above. In case of delimiterssuch as“,” or “|”, the name o the
basic unit isaspecial string. The names used for the delimitersare given in Table 3.1.

Table.3.1 Basc unit namesof thedelimiters

Basic Unit Name
comma
| bar
b blank
! exclam
? gmark

There is an exception to the phonetic nature o Hindi. Thisis the vowd
suppression at word final positionand also in word medial position in somewords. For
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example, /kamala/ (533 o1 ) is pronounced as/kamal/ in Hindi and /karata:/ (a3 d1)
as/karta:/. The word final vowd suppression is built into the parser easily. The word
medial case is not implemented because it is difficult to decide correctly from the
context which vowel to suppress.

Asan example, thesequenceadf ISCII codes: 901089982 32 107 97 108 99108
3284115104 32107 116 32 121 (corresponding to theinput text/bha:rat hama:ra: de:s
ha'i'/ or 2M3AA ATV ?a—\ 2!,' \ ) isparsed into the following sequence of
basic units: bhaa2, ra2, th2, blank, ha2, maa2, raa2 blank, dhe2, sh2, blank, hein3, bar.

33.4 Synthesisof speech from parameter sof the basic units

The input to this module isasequence of basic units. The parameters of the
basic units are concatenated (The representation of basic units will be described in
Section 3.4). The resulting pitch contour is manipulated to incorporate prosodic
information, namely intonation (Madhukumar et al, 19.92). The durations of basic
units are modified depending on the context in which they occur (Rajesh Kumar,
1990). Appropriate transition patterns are given between adjacent basic units to
bring in the coarticulation effects. The excitation signal isgenerated from pitch and
gain contours. The nature of the excitation signa also decides the quality of the
synthesized speech. One of the following models can be used for generating the
excitation signal:

(i) Impulseexcitation
(i) Doubleimpulse excitation
(iii) Fant’s excitation

Fig. 3.3 showsthe excitation signal for a pitch cyclefor theseexcitation models.

(i) Impulse excitation

A sequence of impulses, spaced at pitch intervalsform theimpulse excitation
(Sriramet al, 1989). Theamplitude of any impulseis decided by the gain at that instant.
Inorder toremovethe biasdueto the positive impulses,somesmall negativeimpulses
are introduced randomly in such away that the averagevalueiszero over any pitch
period. In impulse excitation, The energy is concentrated at the locations of the
impulses only and because of this the synthesized speech isdightly metallic.
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(a)

( b)

(c)

random noise

O Time ——»

Time ——> | T1

Fig.3.3 (@) Impulseexcitation
(b) Double impulse excitation

(c) Fant's excitation model
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(it) Doubleimpulseexcitation

It is similar to theimpulse excitation except that the excitation is asequence
of pairsof impulsesdf opposite signwhich arelocated at certain percentage positions
of the pitchinterval (Sriramet al, 1989). In this case, theenergy in each pitch cycle
isdistributed over the two impulses.

(iii) Fant's modd for excitation

The Fant’s excitation models the glottal excitation in human speech
(Yegnanarayana et a, 1084; Childers et al, 1989). In this model, The energy is
distributed over the pitch period. Hence the quality of the resultant speech is
significantly better when compared to speech synthesized using any of the impulse
excitations.

34 BASC UNITSAND THEIR REPRESENTATION

The core of a text-to-speech system based on concatenation model is its
inventory of basic units of speech. The first step in designing such a text-to-speech
systemisto decideastowhat should bethe basic units. The choice of basicunit involves
tradeoffssuch as space-time, intelligibility-flexibilityetc. (Rajesh Kumar, 1990; Allen
et al, 1987). The second design issueisto find an appropriate representation for the
units. Thisalso involvesconflicting requirements of space-time, quality-flexibility etc.
Section 3.4.1 discusses various tradeoffs and optionsinvolved in choosing the basic
unit. The representation scheme of basic unitsisgiven in detail insection 3.4.2.
Section 3.4.3 examines the issues in the construction of the basic unit database in the
representation scheme.

3.4.1 Choiceof Basicunit for Synthesis

Choosing the proper basic unit typeisan important issue because (i) size of
the database (ii) quality of synthesized speech and (iii) computational time depend
on the basic unit type. All these factors are interrelated and therefore choosing the
basic unit involves tradeoffs among them. One such tradeoff is between the size of
the vocabulary and the quality d synthesized speech. Asthesize of the basic unit goes
up from phoneme to sentence the size of vocabulary increases nonlinearly making it
practically impossible to collect al basic units. But the intelligibility and natural ness of
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speech increaseswithincreasing sizeof thebasicunit. Alsothecomputation insynthesis
islessfor larger basic units. Another tradeoff is between the size of the basic unit and
the knowledge required for synthesis. The synthesis-by-rule approach has no basic
units but the acoustic-phonetic knowledge required to generate them is needed.
Synthesis using phonemes requires knowledge of coarticulation and prosody while
using prestored wordsor phrases requires mainly the prosodic knowledge.

Thebasic unit of thevocabulary can beany onedf these: (i) Sentence (ii) Word
(iii) Syllable (iv) Character (v) Diphone and (vi) Phoneme. Each has got its own
advantagesand disadvantages. In the context of an unrestricted text-to-speech system,
sentence cannot be a good choice for the basic unit since it is not practical to
enumerate and prestore al sentences in alanguage. Word alsoisnot a proper choice
since the number of words to be stored is large. Syllable does not have a precise
definition in termsof itsconstituents to arrive at the inventory of syllablesof a given
language. Diphones, though they capture transitions between phonemes, are large
in number (all CV and VC combinations) and also they cause discontinuity in steady
regionslike vowels. Phonemes, though they are only about forty in number, require
correct knowledge and procedures for concatenation to produceintelligibleunits.
The knowledgeisdifficult to acquire and the concatenation proceduresaredifficult to
implement in practice.

The basic unit type we have chosen isacharacter. A character in an Indian
language can beany one of (i) consonant vowel sequence (CV) (ii) consonant alone
(C) and (iii) vowe alone (V). Cluster characters CCV, CCCV etc. can be generated
by combining appropriate Cs and aCV. The advantagesin choosing the character are:
(i) Indian languages are phonetic in nature. This means each character hasgot an
unique script and pronunciation. Thisis unlike Englishand similar languages for
which this correspondence does not exist, necessitating the use of a pronunciation
dictionary (ii) The number of charactersalsois not too large (about 350) (iii) Consonant
to vowe transitionsare preserved in characters(iv) Characters have got more natural
pronunciation than the phonemes, diphones etc.



3.4.2 Representation of basic units

Itisdesirableto havearepresentation schemefor basicunitswhich requiresless
storagespaceand lesstimefor synthesisand isflexibleenoughfor incorporating various
segmental and suprasegmental effectsfor naturalness. It is difficult to satisfy all these
requirementssince they are conflicting in nature. The space-time tradeoff isthat if we
want to reduce the space requirements by usingsome coding of the basicunits, thetime
required for synthesisis more. The waveform concatenation model which requires
maximum spaceisthefastest (real time) of al synthesismethods. Yet another tradeoff
Is between flexibility of representation and intelligibility of synthesized speech. In
waveform concatenation, we have maximum intelligibility but no flexibility whereas
in the synthesis-by-rulesystem, there is maximum flexibility, but dueto the absence
of the required knowledge for synthesis, the inteligibility is not satisfactory. The
representation used for basic units makes use of several parameters derived from
natural speech data. It isnot just asimplecoding of the speech dataof basic unitsusing
coding methodslike LPC, since they are not flexible. The following paragraphs discuss
the representation scheme.

In section3.2 we haveoutlined in brief the synthesismodel used in the present
system. The representation is based on a model of the human speech production
mechanism (Papamichalis, 1987) (see Fig. 3.1). In thisa time varying filter which
models the vocd tract isexcited by an excitationsignal which approximates the air
flow characteristics of the glottis, the excitation generator of the human voice
production system. The voca tract system is modeled by an all-polefilter. The speech
coding/synthesis methods based on this model are: (i) The Linear Prediction (LP)
synthesis and (ii) The Formant synthess.

3.4.2.1 Linear Prediction synthesis

The Linear Prediction method (Makhoul, 1975) isone of the most popular
approaches for coding speech. It is based on the speech production model shown
earlier. Thevocd tract ismodeled asan all-poledigital filter,i.e., asa filter that has
only polesand no zeros. Incorporatingthe gain, G, into the filter, we can expressit as

30



G _S@

H@) = 2~ E@)

1+aiz 4+ apz

where pistheorder of the model. If s(n) isthespeech output of the model and
e(n) istheexcitation input, the equation above can be written in the time domain as

S(n) =G e(n) — ais(n—1) —...— aps(n—-p)

In other words, every speech sampleiscomputed as a linear combination of
the previous speech sampleswith a contributionfrom the excitation. Thecoefficients
ak, k= 1,p aretobecomputed for each frame of speech datausing the autocorrelation
normal equations(Rabiner et a, 1978), whicharederived by minimizing thetotal error
energy. Thegain Giscomputed for each frame from the minimumerror energy. The
advantages of the LPC model are the following:

(i) It can represent fairly most of the speech sounds except nasals and voiced
fricatives.

(if) Efficient methods for automatic extraction of L P coefficientsare available.

The disadvantages are the following:

(i) It cannot model zerosin the speech spectrum and hence it does not model
speech sounds like nasals satisfactorily.
(it) Itisvery rigid against spectral level modification.

Hence adjustments of peak frequencies (formants) in the spectrum are
Impossible. Thesecond disadvantageisvery severe making it impossibletoincorporate
the knowledge dueto coarticulation which modify the spectral peakscontextually. So
we havetothink of other waysof representing the vocal tract filter for synthesis. The
formant synthesisisonesuch alternative.

3422 Formant synthesis

It isknown that, perceptually the most important elements of speech spectrum
are the energy concentrations (peaks) around frequencies which correspond to the
vocal tract resonances, also called formants. The strength or energy 'content of a
formant isdecided by itsbandwidth. Typicaly, thefirst three formant frequenciesare
sufficient to represent theimportant information inthespectrumof vowels. There are
two models of speech synthesis based on formants: (i) the cascade configuration and
(i1) the parallel configuration (Klatt, 1980; Holmes, 1983). In both cases a spectral
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peak at formant frequency F and of bandwidth B is modeled using a second order
all-polefilter given by

where a1 = 2e —nBTCOS(Z‘tFT)

ap = _eZnBT

G=1-a1 —az

The constant T isthe sampling interval. The frequency response is obtained
by evaluating the function aong the unit circle in the z-plane (i.e., by setting
z=¢ ™ in the expression for H(z)). In the cascade configuration, a chain is formed
by connecting the output of afilter to another. Thefirst one in the chainisthen excited
and the output is taken from the last. The transfer function of a cascade of nformants
F1,...Fn with bandwidths Bai,...,.Bn respectively isthe product of transfer functions o
individual formants

n G
H@) =] ’

) -1___
j=11 —anz —azz

-2

The advantage of the cascade connection is that the relative amplitudes o
the formant peaks for vowels come out just right without the need for individua
amplitude controls for eachformant (Allenet al, 1987). The disadvantage isthat one
still needs a paralel formant configuration for the generation of fricatives and
plosive bursts - the vocal tract transfer function cannot be modeled adequatelyfor
these sounds by a cascade of resonators.

Inthe parallel configuration, all second order filters are excited by the same
excitation signal and their outputs are summed to get the net output. Hence the
transfer functionis thesum of individual transfer functions.The peculiarity of the
parallel configuration isthe additional flexibility in controlling amplitudes of formants
independently which makes them superior to the cascade configuration in fricative
and plosive-like sound synthesis. But thisisan overhead for vowel synthesis and is not
required for cascade configuration.
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We use the LP and the cascade formant synthesis models for the basic unit
representation and synthess. The excitation component of the basic unit is
represented by the parameters pitch and gain. Pitch gives the period of voicing for
voiced speech framesand iszero for unvoiced frames. The gain parameter specifies the
scale factor using which the excitation signa is scaled before used for synthesis. The
following considerations apply to choosing the proper combination of the above
parameters to code abasic unit. The consonant region in general is not steady and
does not have any formant structure. So we have chosen to use LP coefficients to
represent them. But some consonantslike semivowelsare synthesized using formants.
Vowels and vowe regions d CV units are represented using the first few formants
(3or 4 innumber) and their bandwidths. The transitionfrom C to V in CV unitsis
prestored as changes in formant valuesand the transition time. In some cases where
the transitionisnot clear or not vishble aschangesin formant frequencies (transition
regions may coincide with aspiration or frication and hence may not be clearly
visble as formant transitions),. we include the transition region in the LPC
represented portion. In dl these cases, the CV transitions are captured in the basic
units themselves. Since the vowels are represented using formants, we have the
flexibility to modify the formants towards theend of the vowd. Thisisvery important
for the incorporation of the coarticulation knowledge.

The basic unit is encoded using information of two types: (i) Various speech
parameter valuesand (ii) Control information - control frame numbers, durations etc.
The basic unit description for each unit isstored in atable called cvtable. Components
of the basic unit representation are:
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(i) Formant values and their bandwidths
(a) Fii, Fiz, A3, F4
(b) F1, F2, F3. F4
(c) Fdy, Fd2, Fd3, Fd4

(d) B1, B2, B3 B4
(if) Control frame numbers

(a) Start_frame_no, No_of frames
(b) Burst_frame-no, Onset_frame no

(c) Pitch_frame_nol, Pitch_frame_no2
(iii) Gainand pitch values
(a) Burst_gain, Consonant_gain, Vowd _gain

(b) Pitch_initial _voicing, Pitch_vowe
(iv) Control durations

(a) CV_transition_duration
(b) Diphthong-steady—duration,

Diphthong_transition—duration

Fig. 3.3 showssome the control fieldswith respect toabasic unit waveform. The
meaning of variousfields are explained in the following.

(i) Formant valuesand their band widths
(a) Fiy, Fiz, A3, F4
Values of formants at the onset of the vowel in a basic unit.
(b) Fi, F2, F3 F4
Values of formantsin the steady state region of the vowel in abasic unit.
(c) Fdi, Fdz, Fd3, Fda

These fields are used by basic units whose vowd region is a diphthong. They
represent the terminating formant values of the diphthong vowel. Diphthong units

34



‘ gsin centour
+ . N i

vowel_gafn | _____________ J . l,
: e el

]
CONB_QRIN ;Fo-memmooa o b
,

burat_gain ;
:

burst_frame.no . onset.irame_no \'
- 1 .

.
rys s e ' . 3
ptn_voicing . atart_trame_no v Cooocooan. . no_of_trameas
pth_vowael :-._...4-............:........_......._.._..;
.

plteh contour

pth_frame_no1 IIpth_tnme-noz

Fig. 3.4 Basic unit representation information with respect to waveform

are distinguished (by the system) from other units using the field
diphthong-transition—duration. This field is nonzero fordiphthongsonly.

(d) Bi, B2, B3, B4
Bandwidths of formants.

(if) Control frame numbers
(a) Sart_frame_no, No-of-frames
First oneistheframe number at which switching from LP toformant synthesis
takes place. This means al frames upto, but not including, start-frame_no will be
represented using LPCs. The second field givesthe number of frames represented

using formants. Thetotal number of framesin the basic unit isthesum start—frame-no
-1 * no-of—frames.

(b) Burst—frame_no, Onset-frame-no
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The first field gives the frame number which contains the burst, if thereis
one. if thebasic unit does not have a burst, this field iszero. Upto thisframe number
itis silence for voicelessstops and initial voicing for voiced stops. The secondfield is
the onset frame number of the vowel.

() Pitch_frame_nol, Pitch_frame-no2

These fields mark respectively the frames at which initia voicing (of the
consonantal region) ends and final voicing (of vowd region) beginsin aCV unit. For
an dl voiced unit, these will be adjacent frames. T he region between these two frames
IS unvoiced.

(iii) Gain and pitch values

(a) Burst_gain, Consonant—gain, Vowel_gain

Thefirst field specifiesthe gain value to be used for the synthesis of the burst
region. Thesecond field givesthegain value used for the synthesi sof the region between
theburst and vowd onset (It may be the regionsof aspiration or frication if present
or the initial voiced regions of semivowels and nasals). The third field specifies the
energy (gain) for vowe region. All thesevaluesare expressed as percentages of afixed
maximum value. These values, aong with the two control frame numbers
burst-frame_no and onset_frame-no, are used to fit a gain contour required for the
synthesisof the basic unit. Thissavesspace, timeand alot of hand editing which
would be needed otherwise if we stored the gain contour assuch for all basic units.

(b) Pitch-initial_voicing, Pitch_vowd
Thefirst field isthe pitch value of initial voiced region and the second isthat

o thevowd regionof the basic unit. These, aongwith the two pitch frame numbers
described above, decides the pitch contour of the basic unit.

(iv) Control durations

(@) CV_transition_duration

It isthe duration in frames, of the formant transition in the beginning of the
vowd region. This along with the initial and steady formant values, decides the CV
formant transition.
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(b) Diphthong-steady—-duration, Diphthong-transition_duration

Thefirst isthe duration in frames of the steady region, if present, in the vowe
after theCV transition. Thesecond one isthe duration of transition tothefinal formant
vaues d the diphthong vowel. The fields are zero for nondiphthong units.

3.43 Construction of the basic unit data base

The issues in obtaining basic units in the above representation format are:
(i) Collection speech data, (ii) Analysisaf the speech datato extract the parameters
required for fillingthe variousfieldsdf the basic unit representation and (iii) Coding
the basic unit.

3.43.1 Data collection

The speech dataiscollected for each of the basic units according to certain
guidelines. The data is collected for words containing the basic units (carrier words).
The carrier words were spoken in isolation by a native Hindi speaker. Regarding the
choiceof carrier wordsthereare two options: (i) meaningful words and (ii) nonsense
words, We have selected nonsense words because o the following reasons (Rajesh
Kumar, 1990):

(i) The nonsensewords, being unfamiliar to the speaker, areless subjected to
undesirable prosodic bias introduced subconsciously by the speaker.

(i) Thenonsensewordsallow usto qgickly forma suitablecarrier word to make
the extraction of basic unitseasier.

In order to incorporate the prosodic features duringsynthesis, it isdesirable
that the stored basic unitsbe devoid of any prosodic bias. Thisimpliesthat the carrier
wordsmust be uttered with aflat intonation. It isalsodesirable that the unitsbe devoid
of any coarticulation effectssince theseare to beincorporated by contextual rules. The
choice of carrier wordsshould be such that the durations of basic units are affected
less so that they can be used as the default (inherent) durations while activating the
durational knowledge.

Regarding the format of carrier words used, some guidelines are used based
on the above observations. Each carrier word contains 3 charactersin theform C1 Q2
C3. For CV units, C1 isany character, C2 isthe desired basic unit and C3isan unvoiced



stop consonant. For example, /kama:t/ (H313) isa carrier word for /ma/ (FT), For
C (consonant alone) units, C1 isany character, QisaCV type character in which Cis
the desired basic unit and V is the vowd /a/ (33), and C3is an unvoiced stop. For
example, /kamay/ (% HT) is a carrier word for /m/ (). For V (vowe alone) units, C1
is the desired basic unit, Cz2 isaCV character where C isan unvoiced stop and C3is
any character. As an example, /aukat/ (3:\*%‘{) isacarrier word for /au/ (34\"). Some
exceptionsto the above are followed in the following cases:

(i) Badcunitsinwhich Cis/r/ ():

It isdifficultto extract /r/ (X ) in the word medial position since its initial
voiced region merges with the preceding vowd. So these are extracted from carrier
wordswith the unit in theinitial position. In this case C1 isthe desired basic unit, C2
isan unvoiced stop character and C3isany character. For example, /ra:kat/ (XTad)
isacarrier word for /ra:/ (7).

(ii) Basicunitsin which Cis/hv/ (g):

The reason for choosing /h/ in word beginning is that its unvoiced region
becomestoo short in word medid position. The carrier words used have C1 as the
desired unit, C2 an unvoiced stop character and any character as C3. For example,

/hikat/ (%ﬂ) isacarrier word for /hi/ (1&).

3.43.2 Analysis of the speech data
Thecarrier words recorded are digitized at 10 kHz sampling rate and are then
stored as waveforms. Waveforms of the basic units are carefully separated from the
waveformsof carrier words. The abovetwo stepsweredone usinganinteractivespeech
digitizer/editor package. These waveforms are then subjected to the following
andyss.
(a) Extraction of LP Coefficients

The LP Coefficientsare computed using the autocorrel ation method, usng the
followingvalues: LPorder = 14, framesze = 25.6 msec. and shift between adjacent
frames = 6.4 msec.

(b) Extraction of formant frequencies
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A method of formant extraction based on the group delay function was used
(Yegnanarayanaet a, 1990; Y egnanarayanaet a., 1991). Thefirst three formants are
used in the basicunit coding. The framesize and shift valuesare same asthose used for
the LPandysis.

(c) Extractiondf pitch

A method of pitch extraction based on the group delay function was used
(Y egnanarayanaet a, 1992).

Sincewe use a mode for the gain contour in the basic unit representation, the
gain extracted from the basic unit waveform is not used. The automatic extraction of
reliable bandwidths o formants is not feasiblefrom the speech signa. The bandwidth
valuesfor the formantsare chosen based on heuristics.

3.433 Codingof Basic Units

The basic units are coded usng the parameters extracted and also setting
the control frame numbers and durations appropriately for each unit. Since the
representation is not uniform, this was done manually for each basic unit. A utility
program (see Appendix 2) was developed to create and edit the basic unit
representation. It dlows to modify the contents of representation and test it by
synthesizing the unit. Table 32 lists the contents of various fields of the
representation for the basic unit /ka/ (&b).
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Table 3.2 Basic unit representation i Qfornjati on for/ ka/ (<)

Name of the unit: ka2

13) CV_trans_dur = 6
14) Diphth_s_dur = 0

15) Diphth_t_dur = 0

20) Cons_gain = 1
21) Burst_gain =5

22) Vowel_gain = 100

27) Bandwidthl (B1)
28) Bandwidth2 (B2)
29) Bandwidth3 (B3)

30) Bandwidth4 (B4)

1) F1 = 605 Hz 5)Fil =546Hz  9)Fdl = 0Hz |

2) F2 = 1200 6) Fi2 = 1445 10) Fd2 = 0 |
3) F3 = 2285 7) Fi3 = 2363 11) Fd3 = 0
4)F4 =0 8) Fi4 =0 12) Fd4 = 0

16) Start_frame-no = 21

17) No-of _frames = 15
18) Burst_frame-no = 18

19) Onset_frame-no = 21

23) Pitch_frame-nol = 0
24) Pitch_frame-no2 = 21
25) Pitch_init_voic = 0
26) Pitch_vowel =71

150 Hz

200

200

200

The basic unit is divided into two broad regions by the field start—frame-no.
Frames 1 through start-frame-no- 1 are coded using the LPC which is stored in a
file. These frames form the consonantal region of the basic unit which, for the basic
unit /ka/, consistsof theinitial silence followed by burst. Frames start—frame-no to the
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last frame are represented using formants and their bandwidths which are specified
by variousfieldsto be explained. These framesform the vowel part of the unit. The
no_of_frames field gives the number of frames represented using formants. Thus
total number of framesof the unit isstart_frame_no-1 + no_of —frames. Theformant
valuesFii,... and F,... together with the CV _trans.dur collectively represent thevowel
region. Fiy,... are theonset formant valuesand the Fu,... are thesteady formant values
of the vowel. The duration of the CV transition is given by the cv_trans_dur as the
number d frames in the transition region. The transition starts at frame
start_frame_no with formant values Fit,.. and ends at framestart_frame_no +
cv_trans_dur - 1with formant values Fi,... . The bandwidthsof theformantsaregiven
by Bs,.... Thegain contour of the basic unit isdivided intovarious regions. The field
burst_frame_no gives the frame number containing the burst. The gainof the burstis
specified by burst_gain. The frames 1 through burst_frame_no represent the initial
voicing or silence region. For the basic unit /ka/, thisregion issilence, so the system
will assume again of zero ( for voiced units, asmall nonzero gain value will be used).
The onset_frame_no gives the vowel onset frame number in the gain contour. The
cons_gain field givesthegain of the consonant region between the burst and onset. For
/ka/, it isvery small since thisregion isof low energy. The vowel gain specifies the
maximum gain of the vowel. The two control frame numbers burst_frame_no and
onset_frame_no together with the gain values burst_gain, cons_gain and vowel_gain
specify thefirst level gain contour of the basic unit which would be modified later.
by contextual rules. The frame numbersspecified by the fields pitch_frame_no1 and
pitch—frame_no2 mark the end of the initial voicing (for voiced consonants) and the
beginning of voicing of the vowel region, respectively. pitch-initvoicing givesthe
pitch period of initial voicingand pitch_vowel givesthe pitchof vowel region. For /ka/,
pitch_init_voicing iszero, being unvoiced. The frames between pitch_init-voicing and
pitch—vowel are treated unvoiced by the system. Fields Fds,... are additional formant
frequency values used for units containing diphthong vowels. Diphth_steady_dur and
diphth_trans_dur specify, respectively, the initia steady duration and the transition
duration of the diphthong vowel. Since /ka/ does not contain adiphthong vowel, these
fieldsareset to zero.
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35 SUMMARY

The first design issue in developing a text-to-speech system for an Indian
language isthe choice of synthesis model. The concatenation model waschosen for our
text-to- speech system for Hindi. The next decision to be taken isabout the choice of
basic unitsand their representation. The characters of Hindi were chosen as the basic
units. Various phases of the text-to-speech conversion process are the preprocessing,
parsing, concatenation and synthesis. Preprocessing of the input text in ISCII is done
to expand abbreviations and numerals to their expanded text form, with the help of
lookup tables. The parser parses the expanded text into asequence of basic unit names.
The parametersof the basic units are concatenated and after the modification by the
activated knowledge, they are synthesized to give the speech output. The representation
of the basic units are done using a speech production model in which the parameters
Linear Prediction Coefficients (used for consonantal region) and formants and their
bandwidths (used for vowd region) represent the voca tract characteristics and the
parameters pitch and gain represent the excitation characteristics. Various issues in
constructing the basicunitsin this representationare the speech datacollection, analysis
for parameter extraction and coding of the unit using the parameters. The speech data
was collected from a native Hindi speaker. The LPC, formants, pit¢th and gain
parameterswere extracted and thefields of the representation werefilled in manually
for each basic unit using the above parameters.
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Chapter 4

COARTICULATIONKNOWLEDGEFOR THE
TEXT-TO-SPEECH SYSTEM

4.1 INTRODUCTION

This chapter discusses how to acquire, formulate and incorporate the
coarticulation knowledge into the text-to-speech system for Hindi. Though
coarticulation isan articulatory phenomenon, we study it in terms of acoustic features
like formant transitions, durational changes and intensity variations so that it can be
incorporated in a parameter based text-to-speech system. In section 4.2 we examine
various coarticulation effects in Hindi speech and their acoustic manifestations. To
construct a coarticulation knowledge base, we have to identify various patterns of
acoustic manifestations and relate them to the phonetic context. Section 4.3 gives a
classification schemefor various coarticulation patterns and formulates afixed number
of contextual rules. Section 4.4 discusses the representation and activation of the
coarticulation knowledge in the text-to-speech system for Hindi.

4 2NATURE OF COARTICULATION IN HINDI

Weattempt tostudy and formulatethe most commonand obviouscoarticul ation
effects as observed in Hindi speech. Coarticulation is more evident in the transitions
between sound units than in the steady regions of sound units. The acoustic
manifestations of thevarious coarticulation effects in Hindi speech are the following:

(i) Thetransition f;zmeC toV inaCV unit.

(i) Thetransition from V to C across a V C sequence.

(iii) Transition from vowe to vowel in a VV sequence. These transitions are
characterized by formant transition patterns and gain variation across the
transition.

(iv) Nasalization of the vowel. Nasalized vowels are characterized by the
presence o antiformants in the spectrum.

(v) Variation of the duration of the same unit in different contexts.



(vi) Changesinthespectral featuresof aconsonant indifferent contexts, namely
the CV, VC and CC contexts.

Of these, the CV transition is embedded (or preserved) in the basic unit
representation itself. The durational variation is discussed elsewhere (Rajesh Kumar,
1990). Our interest is primarily in VC, VV and CC transitions and nasalization of
vowels. These are not represented or preserved in basic units since the context which
decides the changes is not in the same unit but in two adjacent units. This means we
need contextual rules to impart coarticulation across unit boundaries and also for
nasalization of vowels.

In the study of the coarticulation, we have restricted the context to the
immediately adjacent units. Thisgreatly ssmplifies the study by reducing the number of
cases to beconsidered. Coarticul ation effects between unitswhich are not immediately
adjacent are lessimportant for fluent speech production (O’Shaughnessy, 1987).

43 ACQUISITIONAND FORMULATION OF COARTICULATION KNOWLEDGE
FOR A TEXT-TO-SPEECH SYSTEM

The issues involved in acquisition and formulation of the coarticulation
knowledge, from a point of incorporating into a text-to-speech system are:

(i) Ildentification of the domain of coarticulation

(ii) Classification of the coarticulation patterns
(iii) Formulation of the coarticulation patternsin terms of suitable parameters

43.1 | dentification of thedomain of coarticulation

In general, thedomain of coarticulation isthetransition between basic units
of speech. In particular, the transitions are between the neighbouring phonemesin a
sequence of basic units. But, from an implementation point of view, al phoneme to
phoneme transitions in a given text need not be considered since some of them are
preserved in the basic units chosen for synthesis. The coarticulation information which
are not captured by the basic unitsareto be brought in using rules. Table 4.1 showsthe
transitions to be considered for various types of basic units.
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Table4.1 Basic unitsand corresponding domain of coarticulation

Bagc unt Domand coarticulation
Phoneme CV,VC,CCad W
Diphone W and CC
Characters CC. W ad \VC
words Sometimes possible between adjacent phonemesacrosswaord boundary
sentences None

As seen from thetable, if the basic units of synthesis are the phonemes, we have
to incorporate al transitions between phonemes. Diphones capture the transition
between phonemes. But diphones are cut in such a way that the diphone boundary
coincideswith the midpoint of a phoneme. Hence diphone junctionswill be of the type
CCand VV only. Characters capture all CV transitions. Words and sentences retain
the coarticulation information. Since our basic speech units are the characters, we
consider the junctions (transitions) between them. Characters can be avowd (V), a
consonant (C) and a consonant vowel sequence (CV). The transitions between these
units can be only oneof the vowel to vowel (VV), vowd to consonant (VC) and
consonant to consonant (CC). The coarticulation effect is brought about into these
junctions by givingappropriatetransition patternsof formants and also by adjusting the
transition duration and the intensity.

43.2 Classification of various coarticulation patterns

Considering al combinations of any two basic units, the total number of
junctionspossibleisabout afew hundred. We classify theseintoasmall number of basic
transition patterns on the basis of the similarities in the articulatory transitions of the
junctions concerned. The VC junctions (V C transitions) are grouped into distinct
classes, each having a distinct place of articulation feature of the consonant C of the
VC.Theconsonant C in the VC transition is the target to which the articulators move
after the transition. Hence the nature of the transition pattern depends on the
articulatory features of the consonant C (Ohman, 1966). We use the commonality in
the articulatory features of C to group various VCs with same vowel and different
consonants. Oneimportant feature of aconsonant isits placeof articulation. The place
of articulation refers to the location of the constriction in the vocal tract. Another
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important feature of the consonant articulation is-the manner of articulation. The
classification of Hindi consonants based on the features. place and manner of
articulation, isgiven in Table 4.2. Theclassification of VC transition patterns is based
onthis.

Table 4.2 Classification of Hindi consonants using the place and manner of
articulation features

Place of articulation
Bilabial Dental , Alveolar | Retroflex Palatal Velar Glottal

. Stop| p b t d t d k g
% ph bh | th dh th dh kh gh
3 |Adi. c
B ch jh
‘f Nas. ‘ m n n f n
E Fric. s 3 h
©
Z | Trill r

Lat. |

Glide v y

Each major V Cclasscorrespondstoaplaceof articulation. Hence two VCs with
samevowel quality but different consonants, both having thesame place of articulation
can be expected to havesimilar transition patternsof vowel formants. For example, the
V Ctransitions/a:t/ (37d) and /a:th/ (3™) have similar transition patterns. The minor
variations within a VC class are attributed to the difference in the manner of
articulation. As an example, consider the VC transitions/a:c/ 3%=) and /a:y/ (33).
Though the patternsaresimilar, there are differencesin the extent of formant changes,
transition duration and the gain variation across thetransition. Inorder to account for
this, each V Cclassisagain divided intosubgroupson the basisof manner of articulation
of the consonant. Thus each nonempty cell in Table 4.2 has a corresponding VC
subgroup consisting of transitions from various vowels to the consonants of that cell.
Each V Csubgroup isfurther divided usingathird attribute, thevowel quality. In Hindi,
therearefivedifferent vowels. Each VC subgroup containsaformant transition pattern
for each of the vowels. Thevalidity of the above classification of V C transitions is that
it is based on the articulatory similarity of the unitsinvolved.
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Vowd to vowd transitions (VV) in Hindi are only a few of the various VV
combinations (Since there are five pure vowelsin Hindi, there isa total of 25 distinct
VV sequences). The transition is characterized by the gradual formant transition from
thefirst vowd tothe next. The perceptual effect o thisisthepresence of aglide,decided
by the vowdsinvolved in the transition.

Thecoarticulation across consonant to consonant (CC) transitioniscomplicated
and involveschangesin spectral features o the consonant. The current text-to-speech
system does not provide the flexibility for consonantal spectral manipulation. We have
not attempted to study coarticulation in CC sequences. Instead, some common and
perceptually significant effects associated with CC sequences in Hindi, which involve
only duration and gain manipulation, areformulated, namely: (i) Release of word final
cluster, (ii) Gemination rule and (iii) Lengtheningd the consonant before aglide (all
are explained latter).

4.33 Formulation of coarticulation patternsasrules

Based on the classification of the VC transition patterns, we formulate a set of
basic transition patterns. For each VC subgroup (all VCs formed from avowd and the
consonants having the same place and manner o articulation feature) a transition
patternisformulated. These basictransition patternsare referred toasrules here after.
Each rulespecifiesthe formant frequency transition pattern and the transition duration.
The parameters required for the rule specification are obtained from the anaysis of
natural speech data. A systematicdata collection and analysisstrategy are followed in
which nonsense words containing these junctions, uttered by a speaker are collected
and analyzed and the transition pattern is formulated in terms of formant frequency
changesand the duration of transition.

Besides the VC transition rules, we have formulated rules for vowel to vowe
transition, nasalization of vowelsand cluster consonants. The components of the rule
set are the following:

VC transition rules 70 Nos
Nasalization rules 2 0«
Vowd tovowd transitionrule 1
Cluster consonant rules 3 -
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4.3.3.1 Vowd to consonant transition rules
According to the classification of V C transitions, we have the following maor
classes of transition patterns:
Vear
Palatal
Retroflex
Alveolar
Dental
Bilabial

S SR

Each of theseisfurther divided into subgroups by manner of articulation feature.
These can be:

1 Stop
Affricate
Nasal
Fricative
Trill
Lateral
Glide

N o s~ DN

Rules formulated for these classes of transitions basically specify the formant
transition patterns. The parametersused are theformant frequency changesfor thefirst
threeformantsand theduration of transition. Theformantseither fall or risefromtheir
steady values. The change is expressed as the percentage of the steady state value
(Negativefor fallingand positivefor rising). Each subgroup containsatransition pattern
for each of thefivedifferent vowel qualities. The numerical valuesused inthe rulesare
obtained from actual speech data. In the following, first we give data collection and
analysisdetails required for the rule formulation and then we list the rules as they are
formulated.

433.1.1 Data collection and analysisfor ruleformulation

The parameter values which specify the VC transition namely the formant
frequency changesfor thefirst three formants and the transition duration are obtained
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by analysing the VC transitionsin the natural speech data. We use isolated utterances
of the VC sequences as the speech data rather than the VC sequences in continuous
speech. Thisis becausewe consider the coarticul ation between two adjacent phonemes
only. Spectrograms of isolated VC utterances are obtained usng the KAY DSP
Sonagraph. From these the formant frequency shiftsand the transition duration of the
VC transition are obtained. The formant shifts are expressed as the percentage of
corresponding steady formant valuesof the vowd.

The patternsformulated are listed for each V C subgroup.

4.33.1.2 Velar/Glottal VC transitions
The subgroupsunder the velar VC transitions are those of stops and fricatives.

(i) Transitions involvingvelar slops

These VC transitions involve one of the following consonants: /k/ (3), /g/ (37),
/kh/ (@) and /gh/ (&3). The spectrogramsof V C sequences involving the consonant /k/
@ with different vowds are analyzed to formulate the formant transition patterns.
Theseare listed in Table 4.3for different vowesof Hindi. The transitionis specified
as the percentage changes in steady formant values o the vowd and the transition
durationinframesof 6.4 msec. Fig. 4.1 showsthespectrogramdf asampleVCtranstion
for the VC /a:xk/ (3T®). The transition patterns given in the table are shown
diagrammatically in Fig. 42. The similarity of the formant transition pattern in the
spectrogram and the transition pattern for /a:k/ (33%) in Fig. 4.2 may be noted.
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Table4.3Table o VCformant transitions from different vowelsto velar stops.
The transition isspecified as the percentage changesin steady formant values of the
vowe and the transition duration in frames of 6.4 msec.

l
Vowel a e ‘;__ i o : u
% changein Fy -40 -9 -14 -30 30
% changein F2 0 0 -13 0 0
% changein F3 0 -15 -14
Trans. Dur. in frames 4 5 4
S5kHz
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Fig. 4.1 Spectrogram of VC transition/a:k/ (371&)
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Fg. 4.2 VCformant transitionin the context of velar stops. These patterns are
generated from the specification in Table 4.3. The first one of these correspondsto
the spectrogramin Fig. 4.1
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(if) Transitionsinvolving theglottal fricative

The VC transitions where C is the velar fricative consonant /h/ (&) is not
formulated because it is seen that /h/ (&) has got the same formant structure of the
preceding vowd inaVC (/h/ beingaglottal fricative, does not require any constriction
of thevocal tract during its articulation).

In the above VC transitions involving velar consonants, we have not
distinguished between voiced and unvoiced consonants. But in redlity, the VC
transitions involving the unvoiced consonants are shorter in duration than those
involving voiced consonants. Thisis mainly due to the abrupt termination of the vowel
prior to the silence region of the unvoiced stop. This prevents the formants from
reaching their target values. This effect is brought into the transition by abruptly
reducing the vowel gain in the end of the VC transition at the time of synthesis.

433.13 Palatal VC transitions

Thepalatal consonantsin Hindi aredivided into the affricates, fricative and glide
based on the manner of articulation.

(i) Transitions involving affricates

The palatal affricate consonants are /c/ (=), /ch/ (&3), /j/ (vT) and /jb/ ().
The characteristic manner of articulation of these consonants is the initial silence or
voicing followed by a fricative turbulent air flow giving rise to the production of the
frication noise. The transition patterns formulated from the spectrograms of VC
sequences involving /c/ (=) are given in Table 4.4. These are shown diagrammatically
in Fig. 4.3. Fig. 4.4 shows a sample spectrogram for the VC /a:c/ (35,
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Table. 4.4 VC trangtionsin the context of palatal affricates

Vowel a e i o] u

% charige in F1 -33 -30 0 -27 -20

% change in F2 30 15 0 70 70

% changein F3 -10 10 0 -15 -10
Trans. Dur. in frames 6 5 1 7 7
5kHz

T a e i o u

s - -

3 - -

o - A e

&

0 , 100 msec. | - —

Time —»

Fig.4.3 VC trangtionsin the context of palatal affricates These are generated from
Table4.4.

S5kHz

—_—

Frequency

o

e 310 msec. —

Fig. 4.4 Spectrogram of VC trausition /a:c/ (30)
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Table. 44 V Ctransitionsin the context of palatal affricates

Vowel a e i 0 u
% changein Fy -33 -30 0 -27 -20
% changein F2 30 15 0 70 70
% changein F3 -10 10 0 -15 -10
Trans. Dur. in frames 6 5 1 7 7
5kHz
T a e 1 () u
3* o -
: ““* - — — T
3 ___F/
[a) —_/_/
ld e M
'—\_\ —_— _—
0 , 100 nsec. \ i
Time —

Fg. 4.3 VC transitionsin the context of palatal affricates These are generated from

Table 4.4.
: a: | ’{L
T TR s
i .
MK
) l i “"{ﬂil,
1w
o Lermmihih “{Mm

 — 310 msec. —>

Fig. 4.4 Spectrogram of V C transition /a:c¢/ (377=)
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(ii) Transitions involving the pal atal fricative

Theformant transitions tothe palatal fricative /3/ (37) isformulated below
(Table 4.5 and Fig. 4.5) for all vowels as observed from the analysed data. A sample
spectrogram isgiven in Fig.4.6 for fa:§/ (33751).

Table45 VCtransitionsin the context of palatal fricative

Vowel a e [ 0 u
% change in Fy -12 0 0 0 14
% changein F2 10 0 0 32 61
% changein F3 21 0 0 5 -7
Trans. Dur. in frames 6 1 1 7 6
5KkHZ
T a e i a} u
>
0 - _ -
e SN - T
m R
&
-
v — o
(V'
0 y 100 msec. ,
Time —>»

Fig. 45 V Ctransitionsin the context of palatal fricative generated from Table 45

SkHz

>

3 i

c i

g | 1 '{.l

@ 7

® {

w

o NNy ([T o e
—— 360 msec. —y

Fig. 4.6 Spectrogram o /a:§/ (31T31)
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(ii) Transitions involvingthe palatal fricative
Theformant transitions tothe paata fricatived (37) isformulated below
(Table45 and Fg. 4.5) for al vowels as observed from the analysed data. A sample

spectrogram isgiven in Fig.4.6 for fa:3/ (31gY).

Table45 VC transitions in the context of palatal fricative

Vowel a e i o} u
% change in Fq -12 0 0 0 14
% changein F2 10 0 0 32 61
% change in F3 -21 0 0 5 -7
Trans. Dur. in frames 6 1 1 7 6
BkHZ
T a e i a] u
-
8] - E— _
C . - T
uJ ———————————
g ~ -
a3
) _ e
o o .
u
o , 100 msec, |,
Time —>»

Fig. 45 VCtransitionsin the context of palatal fricativegenerated from Table 4.5

SkHz

at -3

Frequency

[ e
e 360 msec. |

Fig. 4.6 Spectrogram of /a:§/ (31131)

&
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(iii) Transitions involving the palatal glide

TheV Ctransitionsinvolving thepalatal glide/y/ (%) areshowninFig.4.7. Fig.
4.8 shows the sampl e spectrogram of the VC sequence/a:y/ (237¥). The vowel to glide
transitions are actually not formulated. They are obtained by the interpolation of
formants of the vowel and theglide.

S5kHz
T a e i (s} u
> -
0 -~ _ - -
5 -
-

n
o / —/
o v
[
w
0 , 100 ne>

Time —»

Fig. 4.7 VCtransitionsin the context of palatal glide

SkHz -

Frequency

<

g—-——- 310 msec. —

Fig. 4.8 Spectrogram of /a:y/ (3173 )

433.1.4 Retroflex VC transitions

Theretroflex category of VC transitions are those involving stops, fricativeand
nasal.
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(iii) Transitions involving the palatal glide

TheV Ctransitionsinvolving the palatal glide/y/ (%) areshowninFig. 4.7. Fig.
4.8 shows the sampl e spectrogram of the V C sequence /a:y/ (2779). The vowel to glide
transitions are actually not formulated. They are obtained by the interpolation of
formants of the vowel and the glide.

5kHz
T a = 1 la] u
> = -~
s , o -
g ey
v / v
e 3 i Vi
o] , 100 msec.
Time —

Fig. 4.7 V C transitions in the context of palatal glide

SkHz

Frequency

— 310 msec. )
Fig. 4.8 Spectrogram of /azy/ (317 )

433.1.4 Retroflex VC transitions
Theretroflex category of VC transitions are those involving stops, fricative and
nasal.
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(i) Transitions involvingretroflex stops
The VCtransitionsin the context o the retroflexstops /t/ (£), /tN (&), /d/ (3)
and/dh/ (&) for different vowelsaregiveninTable4.6 andillustratedin Fig.4.9. Fig.

4.10 shows the spectrogram of the VC sequence /a:t/ (3372 ).

Table4.6 VC transitionsin the context o retroflex stops

Vowel a e i u

% changein F1 -40 0 0 0 -13

% changein Fz2 20 0 0 25 25

% changein F3 -35 -10 8 -35 -38
Trans. Dur. in frames 4 4 5 4 5
5KkHZ

T a = 1 fa) u

>“ QU —

N — — O\ T

© \

-

o

& —_— e

0 y 100 msec. ,

Time —

Fig.4.9 V Ctrangitions in the context of retroflex stopsgenerated from Table 4.6

SkHz a: t

%
0
e——— 280 msec. —
Fig.4.10 Spectrogram of /a:t/ (3T7&)
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(i) Transitions involvingretroflex stops

TheV Ctransitionsin the context of the retroflex stops /t/ (&), /th/ (&), /d/ (3)
and/dh/ (&) for different vowelsaregiveninTable46 andillustratedin Fig.4.9. Fig.
4.10 showsthe spectrogram d the VC sequence/a:t/ (3372).

Table 4.6 V C transitionsin the context o retroflex stops

Vowel a e i 0 U

% changein Fy -40 0 0 -13

% changein F2 20 0 0 25 25

% changein F3 -35 -10 8 -35 -38
Trans. Dur. in frames 4 4 5 4 5

S5kHz

Frequency —s=

o

, 100 msec.
Time —»

L

Fig.4.9 V Ctransitions in the context of retroflex stopsgenerated from Table 4.6

SkHz

a: t

e 280 msec.———ﬁ

Fig.4.10 Spectrogram o /a:t/ (3T1T)
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(ii) Transitions involving retroflex fricative /§/ (%)

Phonologically thereisno retroflex fricative consonant in Hindi. It has merged
with the palatal. However, in writing system they are different. We use the same VC
transitions for the palatal and retroflex fricatives.

(iii) Transitions involving the retroflex nasal

The VC formant transitions to the retroflex nasal /n/ (o) are formulated in
Table4.7 and areillustrated in Fig. 4.11 along with a sampl e spectrogram of /a:n/ (370
in Fig. 4.12. These patterns are similar to those of retroflex stops but the transition
duration is more. Resides, the vowel is nasalized in thiscase.
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Table4.7 VC trangtionsin the context of retroflex nasal

Vowd a e [ o]
% changein F1 -26 0 0 -11
% changein F2 18 -12 -15 35
% change in Fa -35 -2 8 -40
Trans. Dur. in frames 8 8 7 9

SkHz

/
|
)
y
)

_,//
—_—
0 | 100 msec.
Ti me —

Fig.4.11VCtrangtionsin the context of retroflex nasal generated from Table4.7

SkHz :

Fig. 4.12 Spectrogram of /a:n/ (33T0Y)

—

Frequency




433.15 Alveolar VCtransitions

Thealveolar VC transitions aresubgrouped based on the manner of articulation
into those involving fricatives, trill and lateral. The formulation of the VC transition
patternsto each of theseisshown in Tables4.8 through 4.10 along with illustrations and
sampl e spectrograms (Figs. 4.13 - 4.18).

(i) Transitions involving alveolar fricative /s/ (X¥)
Table 4.8 VC transitions in the context of alveolar fricative

Vowel a e i 0] u
% changein F1 -12 0 0 0 0
% changein F2 10 -22 -18 43 40
% changein F3 0 -3 -14 0 0
Trans. Dur. in frames 8 8 8 8 8
SkHz
T a e i o u
>
¢} — '*——“\\\\M
C
(V]
3 _—\ _—\
O
o .
“ _—’/ __,./"’/
U8
—-ﬁ&
0 ; 100 msec. |
Time —>»

Fig. 4.13 VC transitionsin the context of alveolar fricative generated from Table 4.8

SkHz .

—_—>
| ee—
ey
———

[—

Frequency

L

———}
-

(=

310 msec. —
Fig. 4.14 Spectrogram of /a:s/ (3775%)
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(i) Transitions involving lateral /I/ (%)
Table 4.9 VC transitionsin the context of the lateral

Vowel a e i o] u
% change in F1 -19 0 0 0 0
% changein F2 27 -17 -23 50 39
% changein F3 0 0 -10
Trans. Dur. in frames 7 9 7 8
SkHz
T a e i o u
>
g T
@ hma———,
g— ____,/ _R-‘., ~
—_—_—
0 , 100 msec. |
Time —

Fig.4.15VC trandgition in the context of the lateral generated from Table4.9

SkHz :
a: l

i

-
‘ ‘I|

Frequency

li‘

ol
‘Hbih»f»;,,‘..,,,,m, 1“ ik

IR KT WNINE W RSTNWE XYY 3N WS ||

o

310 msec. ___—ﬁ
Fig. 4.16 Spectrogramof /a:l/ (3ah)

59



(iii) Transitions involving trill /r/ ()
Table 4.10 VC transitionsin the context of thetrill

Vowel a e i 0 u
% changein F1 -6 9 29 -9 11
% changein F2 7 -22 -26 23 30
% changein F3 -20 0 -14 -26 -32
Trans. Dur. in frames 6 8 9 8 6
5kHz
T a e i o} u
)
gl —— T~
0 , 100 msec. —
Time —»

Fig. 4.17 VC transitions in the context of the trill generated from Table 4.10

SkHz !

T ‘ ';yla

]

uﬂl !|1-

Frequency

i s : )
1 '

h : |

BIFNCLLL e - .

Y NI TR U WO 1 111 B TR

}“_- 280 msec. -t
Fig. 4.18 Spectrogram of /a:r/ (34v)

o

433.1.6 Dental VC transitions
The dental consonantsare divided into stops, nasal and glide.
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(i) Tranmsitions involvingdental stops
Thetransitionstodental stops/t/ (), /th/ (&a1),
in Table4.11forvariousvowels. Thetransitionsareillustrated in Fig.4.19and asample

spectrogram of the V C/at/ (3Wd) isshown in Fig. 4.20.

Table4.11 V Ctransitionsin the context of dental stops

/d/ (&) and /dh/ (<% aregiven

Vowel a e i ) u
% changein F1 -30 0 0 0 0
% changein F2 25 -15 -18 36 33
% changein F3 0 0 -14 0 0
Trans. Dur. in frames 4 6 5 4
5kHz
T a e i a]
>
>
2 - T~ ~
0 —/
& S
—_—
0 y 100 msec, ,
Time —

Fig. 4.19V Ctransitions in the context of dental stopsgenerated from Table4.11

i
AR

Fig. 4.20 Spectrogram of /a:t/ ( 3474)
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(ii) Transitions involving the nasal

The VC transition patterns of various vowels into dental nasal /n/ (1) are as
formulated intheTable4.12and areillustrated in Fig. 4.21 along with the spectrogram
of /a:n/ (337F) in Fig. 4.22,

Table4.12 VC transitions in the context of dental nasal

Vowel a e i o u
% change in F1 -16 0 0 0 0
% change in F2 21 -15 -22 63 44
% change in F3 0] 0 -15 0 0
Trans. Dur. in frames 6 7 6 8 5
B5kHz
T a e i o u
)
% "=
3 - -
§| — e 4
"y -
— - -
0 , 100 msec. |
Time

Fig. 4.21 VC transitions in the context of dental nasal generated from Table4.12

SkHz

Frequency

P — 260 msec. —— 3

Fig. 4.22 Spectrogram of /a:n/ (3374
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(iii) Transitions involving theglide

The labio-dental glide /v/ (&) has got a vowd like formant structure. The
transition patterns from the vowelsto this are given in Fig. 4.23. Fig. 4.24 shows the
sample spectrogram for /a:v/ (3{7&). As in the case of palatal glides, the dental glide
transitions are generated by interpolating the vowd formantswith those of the glide.

B5kHz

T a e 1 o u

U

c ~~

o _

g AN

) —_— N \\

L

U8 - =
—

0 , 100 msec. , ~
Time —

Fig.4.23V C transitions in the context of 1abio-dental glide

SkHz

I“'

e

Frequency

Q

g—— 320 msec. ——@
Fig. 4.24 Spectrogram of /a:v/ (3% )

433.1.7 Bilabial VC Transitions
The bilabial trans :ions are those involving the bilabial stops and the bilabial
nasal.
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(i) Transitionsinvolving stops
The vowd formant transitions to bilabial stops/p/ (%), /ph/ (&), b/ (&) and /bb/

(%) are as given in Table 4.13. These are illustrated in Fig. 425 and the sample
spectrogram of the V C sequence /a:p/ (3414 ) in Fig. 4.26. Note that for bilabials none

of theformants show a rising transition.

Table 4.13 VC transitionsin the context of the bilabia stops

Vowel a e i 0 u
% change in F1 -40 -20 0 0 0
% changein F2 -30 -38 -32 -20 -26
% change in F3 0 -8 -20 0
Trans. Dur. in frames 4 4 3 4

SkHz

Frequency —s
JJ H

—_——

100 msec.
Time —»

(@)

|

Fig. 4.25 VCtransitionsin the context of bilabial stops generated from Table 4.13

S5kHz T-—ra"' ’
, P
1 |1|01|L|n

————

Frequency

¢« —— 270 meec. _.,_*
Fig.4.26 Spectrogram of the V C/a:p/ (2719)
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(ii) Transitions involvingnasal

The VC transition patternsfor the bilabial nasal /m/ @) aregivenin Table 4.14
and illustrated in Fig. 4.27.The sample spectrogram for the V C transition /a:m/ (378
isshown in Fig. 4.28

Table 4.14 VC transitionsin the context of bilabial nasal

Vowel a e i 0 u
% changein Fy -38 0 0 -20 0
% change in F2 -25 -35 -45 -10 0
% changein F3 0 -15 -15 0 0
Trans. Dur. in frames 4 - 6 6 5 1
5kHz
T a e i o u
>
0
C T
Q
3J TN\ N\
U
[V}
~ .
LL —q“q_‘
0 ; 100 meec. |
Time —

Fig.4.27 VC transitionsin the context of bilabial nasal generated from Table 4.14

gl WUM;Q"“"“
PR

Aji“lﬁ\bi}l”] ..

“.
280 msec.____;
Fig. 4.28 Spectrogram of /a:m/ (341H)
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The above sx categoriescovered dl VC transitionsin Hindi. In the transitions
involving stop consonants, we have to distinguish between those involving unvoiced
stops from thosefor voiced ones. In both cases the transition pattern issame and isas
given in the tables but transition duration will be less for unvoiced stops due to the
sudden termination of vowes. This difference is taken into account at the time of
synthesishy abruptly reducing the vowe gain in thefinal one or two frames of the VC
transition.

4332 . Nasalization rules

The articulation of nasa consonantsinvolves the excitation of the nasal cavity
besidesthevocd tract. But becausedf physiological constraints, the opening and closing
of the nasdl cavity isagradua process. Thiscausessome amount of nasalization of any
surrounding vowel. The perceptual effect of the nasalization is very significant in
recognizing the nasal consonant. Thevowd nasalizationisimportant in the perception
of nasal consonantsin aformant synthesissystem. Two nasalization rules - onefor CV
and other for VVC context - simulate the nasalization effect. It is to be noted that vowel
nasdization isdifferent from the transitions (CV and VC) involving nasalsand hence
is not automatically taken care of by the latter.

The nasds and nasdlized vowels are characterized by the presence of
antiresonances in the frequency spectrum. In a formant synthesis system, the
antiresonanceissimulated using apole-zero pair, before thefirst formant of the vowe.
The activation of the nasalization rules is explained in the section on knowledge
activation.

4 3 3 3Vowd tovowd transition rules

In Hindi, there are words in which two vowels occur in a sequence. Examples
are /kai: / (o‘h—%), /hua:/ (&2, /bhai:/ ('a-W%) etc. When we synthesize such words,
sequences o type VWV occur between basic units. It is necessary to give the vowe to
vowd transition pattern since mere concatenation of vowels does not preserve the
naturalness in a V to V transition. It is important to note that in vowd to vowd
transitions, a glide (semivowel) decided by the vowels involved is perceived. For
example, /kai:/ (555 ) is perceived as /kayi:/ (éfﬂfﬂ‘), /hua:/ (&) is perceived as
/huva:/ (gﬂ) etc. This means that besidesgiving appropriate transition, we have to
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increase the duration of transition in order to accommodate the glide. VV transitions
are characterized by gradual transition of formantsfrom onevowel to thefollowingone.
It is observed that this formant transition is almost equivalent to the one obtained by
the interpolation of corresponding formantsof the vowels involved. Thisalowsusto
take care of al vowe to vowe transitionshy a single rule which does the interpolation
of vowel formants.

433.4 Cluster consonant rules

We have formulated a few rules based on some common and simple effects
observed in Hindi consonant clusters. These rules manipulate the duration and the
release part (see below) only o the clustersand do not modify thespectral information
of the constituent consonants. These rulesare to account for the following effects:

(i) Releasingof the cluster consonantin the word final position
(i) Gemination
(iii) Lengthening of consonants before glides
(i) Releasing of word final cluster
Releasing refers to the smal vowed-like segment which follows the cluster
consonant in the word fina position. In other positions, a cluster is usually associated

with a vowel and hence the release effect does not gpply to them. Examples of words
containing word final cluster are /anth/ (33q), /patr/ (94 ), /sama:pt/ (¥R ) etc. The
release is very important in the perception of the final consonant in the word fina
cluster. For example, among the words listed above, the fina consonant // () in
/sama:pt/ FHTW ) isseen to bedifficult to identify by listening when the word is
synthesized without the word final release. The release segment isimplemented using
formants.

(if) Gemination rule

A geminated cluster is the onewhich containstwo consonants of the same place
of articulation. Some examples of words containing these clusters are /bacca:/
@ <=1, /chabbi:s/ (emfm), /kutta:/ (=), /billi:/(ﬁ?‘nﬂ ) etc. The gemination rule
concatenates two stop consonantstoform acluster asfollows: (i) It suppressesthe burst,
if any, of thefirst consonant in thecluster (ii) It combinesthesilence (voicingfor voiced
consonants) of both consonantsin the cluster to get along silence (or voiced) region.
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The above two are required for the proper perception of the geminated cluster. The
geminated clusters of other consonants like nasals, lateral etc. are generated by
combining the consonant regionswhich isfound to be satisfactory.

(iif) Lengtheningof consonantsbeforeglides

It isobserved that the first consonant in consonant clustersin which secondisa
glide (/y/ (&) and v/ (d)) islonger in duration than when they are ina CV unit. This
effect is found to be significant perceptually. For example, the word /vidhya:rthi/
( @'{;\'ﬁ) synthesized without the lengthening of /db/ &) in the cluster /dhya:/ (A7) is
perceived to beless natural. From the analysisof some clustersin natural speech, it is
seen that thelengthening of theconsonantisabout 1.5 timesitsdurationinaCV context.
Thelengthening isdone in theinitial region (silenceor voicing) of the consonant.

44 INCORPORATION OF THE COARTICULATION KNOWLEDGE TO THE
TEXT-TO-SPEECH SYSTEM

The coarticulation effects as formulated in the preceding sections are a
collectionof ruleswhich specifythe transition patternsand other contextual parameter
maodifications.|ncorporation of the coarticulation into atext-to-speech system involves
the application of these rulesto modify the default parametersof the basic unitsin the
input text before synthesizing them, by making use of the phonetic context of the basic
units in the text. The issues to be addressed in this include use of appropriate
representation and activation methodsfor the coarticulation rules. Depending on the
properties of the knowledge, we have to select an appropriate knowledge
representation method from variousoptions like tables, production systems, semantic
networksetc. The activation method should make use of appropriate search methods
for matchingthe context and heuristicsfor minimizing the search space and time. The
representation and activation scheme is constrained by the fact that the activation
processis very muchdependent on thesynthesi sprocess. Theknowledgerepresentation
and activationisguided by (or closdy tied to) the synthesis module. Thisis because of
the fact that coarticulation modifies more than one parameter of the basic unit and
should be applied before it is synthesized. In the following sections, first we consider
the architecture of the synthesis module which should be made clear before the
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discussion of the coarticulation module. Then the knowledge representation and
activation issuesare discussed.

4.4.1 Architectur eof the synthesssmodule

Wecandistinguish betweentwo different approachesaf organizingthesynthesis
process: (i) Synthesizing directly from the representation of units. The rules are
activated asand when they are needed in the synthesis process. This approach does not
require any buffersasthere is no storage of the parameter contoursfor afull sentence
or clause. (ii) Synthesisfrom aset o parameter contours stored in the memory. These
parameter contours, in turn, were obtained from the representation of the basic units
after being modified by the rules. This requires memory for buffers, but the rule
activation processisflexiblesinceit isnot tied with the synthesisprocess. Theapproach
we followed is a combination of both. Basicdly, the excitation parameters (pitch and
gain) are stored in buffers (for afull sentence or clause) and are modified by the
activation of appropriate rules. The system parameters (LPC and formants) are
retrieved for each basic unit and synthesized after application of appropriate rules. The
block diagram isshown in Fg. 4.29.

Processing blocks Buffers

J -
" Load remmeeeeee TEMPCVTABLE

Analvsis of :
input text i b
Coarticulation [ Ac P J

........ , S PITCH & QAIN
knowledge |----, CC rules IR I N
. J P

CONSID & VOWELID

Computation of Co
pitch & gain SR

VC & VVrule feecoomeeae-. :

activation &  |¢ooooooooonl
synthesis

Fig. 4.29 Knowledge activation and synthesisscheme
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Thetext isprocessed sentence by sentence. The prestored representations of all
basic units in the sentence are loaded into a buffer TEMPCVTABLE so that the
parameter modifications by the subsequent processing blocks can be done on these,,
Anaysisaf theinput text isdone todecide the phonetic context of thebasic unitsin the
text. Thisinformationisstored in the buffers CONSID and VOWELID and isused by
the rule activation process. The cluster consonant rule activation processscansthe text
analysis information and whenever the context of some rule is matched, the ruleis
activated to modify the default parameters of the concerned basic unit in
TEMPCVTABLE. Next the computation of pitch and gain contours are done using the
informationin the TEMPCVTABLE. These are stored in buffers PITCH and GAIN
so that the gain and intonation rules can be activated on them before the synthesis
process. Thefinal step is the synthesisalong with the activation of transition rules. The
VC, W and nasdization rulesare activated in this step.

4.4.2 Representation and activation of coarticulation knowledge

The straight forward way to represent these rules is by using the productions
(IF-THEN rules). The activation can, then, be done using an inference mechanism,
which searchesfor ruleswhich satisfy the context decided by the text and then firesdl
of them in appropriate order. The above scheme involvessearch for rulesfor a given
‘context. Thefollowing observationshel p usto usedightly modified rul e representation
and activation scheme which avoidsthe search which isfound to be unnecessary. The
firstisthat thecontextin whicharuleisto beapplied isdecided completely by thebasic
unitsinvolvedinthetransition. Thismeansthat we need no complex state space search
but a simple scanner which identifies the junctions between basic units one by one
sequentially. The second fact is that there is a correspondence between junctions
(between basic units) and rules, i.e., the junction decides the rule to be applied which
isunique to that junction. Thisalowsdirect access of the rules.

4.4.2.1 Analysisof input text

Analysisd theinput text isdone to decide the phonetic nature of the basicunits
inthetext. Thisinformation formsthe context for theactivation of the coarticulation
rules. The data structures used to store thisinformation are two arrays CONSID and
VOWELID. First onestoresthe consonant identification codeand thesecond thevowe
identification code of each of the basc unitsin theinput text. The assignment of the
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consonant identification code is based on the consonant features, namely place and
manner of articulation (refer to the consonant classification in Table.4.2). The vowe
quality decides the vowel identification code. These are given in the Tables 4.15 and
4.16.

Table 4.15 The assignment of identification codesfor consonant classes

Consonants Consid
k, kh, g, gh 1
c.ch,j jh 2
tth,d, dh 3
t, th, d, dh 4
p, ph, b, bh 5
S 6
§ 7
r 8
| 9
n 10
n 11
m 12
Y 13
v 14
not used 15

Table 4.16 The assignment of identification codesfor vowels

Vowel Vowel id
a 1
e: 2
i 3
0: 4
U 5

4.4.2.2 Representationand activation of cluster consonant rules
Theserulesmodify only theduration and gain of the basic unit. This modification
isdonein the basic unit representationsstored in the buffer TEMPCV TABLE before
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it isused for synthesis. Since the number o rulesisvery few (only three), they were
inbuiltinto aprocedurewhich scansthetext analysi sinformationand activatestherules.
Whenit isrequired to add more rules o this type, we can replace this procedure by a
inference engineand aset of explicit ruleswithout affecting other modules.

4.423 Representation and activation of ruleswhich modify for mants
TheVCand VV rulesand the nasalization rules come under thisgroup. These
rules are activated along with the synthesis process. The data structure used to
represent theV Ccoarticulation rulesisatable VCTABLE. Each slotinthe VCTABLE
is used to represent a distinct VC rule. This table is two dimensional and hence is
accessed using twoindices, thevowe index (vowelid) and the consonant index (consid).
Therangeof vowelid is[1-5] and that of consid is[I-151. Therefore thesize of thetable
Is 75. Each VC rule is stored in the table ot whose one index is the consonant
identification code of the C in the VC and the other index is the vowd identification
code. Thisimpliesthat given a VC junction, we can directly access the VC rule to be
applied. In thisway the search in the rule activation process is avoided. The format in
-whichaVCruleisstored isgiven below.

per-F1 - percent changein thefirst formant from.its
steady value

per F2 - o second 7

per F3 - « third 7

per_F4 - - fourth  ”

TRANSDUR - duration of formant transition in

framesaf 6.4 msec.
per_F4isnot used currently sincewe use only first threeformantsfor synthesis.

Therule activation and synthesis module(see figure 4.29) synthesizes the basic
units in TEMPCVTABLE one at a time. The TEMPCVTABLE is scanned from
beginning to end and for each basic unit the parameters are retrieved from the
TEMPCVTABLE entry. Next, using the phonetic information of both the current and
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the next basic unit (these had been made available aready in buffers CONSID and
VOWELID by the text analyss phase) the type of junction between the current and
next unitsisdetermined. If it isa VC junction, the corresponding VC ruleis retrieved
from the VCTABLE. If the junction type is VV, the vowd to vowd formant
interpolationruleis used. The synthesisd the basic unit is then done asfollows The
LPCs representing the initial region (if present) of the unit is synthesized from the
prestored LPC parameters. The formant representing region is synthesized from the
formant contours computed using the initid and steady formant vaues and the CV
transition duration (from the TEMPCVTABLE entry) and the fina formant values
obtained usng the VC or VWV ruleand the corresponding transition duration.

Thenasdlizationrulesare activated to nasdizethevowd in CV and VC contexts
where C isa nasd. The nasdization effect is obtained by using a pole-zero pair below
the first formant in the synthesis d the vowd. The nasa pole is fixed at 250 Hz
throughout the vowd while the nasd zero is midway between the nasd poleand the
first formant.

45 SUMMARY

This chapter discussed various issues in the acquisition, formulation and
incorporation of the coarticulation knowledgeinto a text-to-speech system for Hindi.
The coarticulation effects are studied in termsd  parameters like formant frequency
shifts, durational changes etc. The classfication o various coarticulatory transition
patterns between speech units were done based on the articulatory smilarity o the
transitions. Based on this afixed number d contextua rules were formulated which
specify the trangition patternsfor various contexts. Variousissuesin theincorporation
of the coarticulation knowledge into the text-to-gpeech system were addressed. A
knowl edge representati on scheme usng tableswasproposed. The knowledgeactivation
were done aongwith the synthesis process.
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Chapter 5

TESTING AND EVALUATION

5.1INTRODUCTION

Since the database of basic units is constructed by manual editing, it hasto be
tested and tuning of the parameters hasto be done manually to improve the quality of
the units. The effectivenessaf the coarticulation knowledge incorporated to the system
as was discussed in Chapter 4 has to be assessed. This chapter discusses some
procedures used to accomplish the above tasks. Section 5.2 discussesthe testing of the
basic units. Section 5.3 describes the testing and eval uation proceduresused for various
coarticulation rulesand section5.4 isabout evaluation of quality improvement at higher
levels like sentences and paragraphs.

52TESTING OF THEBASC UNITS

We have about 350 basic units in the system. Each of these was coded using
various speech parameters according to the representation method described in
Chapter 3. The testing of the basicunits isdone for the following purposes:

() Toassesstheintelligibilityof all of the basic unitsin isolation.
(ii) Toverify the representation of each of the units against inconsistencies.

Oneof thesourcesof inconsistencyisthefact that the basicunitsare represented
by using many control parameter values and data values. These values were derived
heuristically by analyzing natural speech data. The dynamic nature of these parameters
arelimited by these fixed values. The testing of the basic units is done using the same
utility whichwasused to construct itsrepresentation. Thishasgot thefollowingfacilities
to accomplish thistask interactively:

(i) Speech synthesisand playback
(i) Menu-driven editing of the representation
(iii) Graphicdisplay of the synthesized speech and the parameter contours.
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Using this utility, each of the basic unitsin the database was synthesized and
listened to carefully. Adjustments of various control frame numbers, durations,
parameter values(pitch, gain, formant valuesetc.) are done, if necessary, and the unit
iIsagain synthesized. Thisisrepeated until we get satisfactory intelligibility of the basic
unit. Specia carewastaken to give proper CV formant transition pattern, initial silence
or voicingduration, burst frame number, vowd onset frame number etc.

The testing processverified by synthesis representations of al the basic units.
Regarding intelligibility of the synthesized basic units, most of them were satisfactory
and comparable to that o the actual or LP synthesized units. The problematic units
werethe retroflex stops and the nasals. The problem with some of the retroflex sounds
was in reproducing the CV transition which was more complex than a mere formant
transition. The intelligibility of these units was less compared to the corresponding
natural ones. In the case of nasals, the presence o zeros (antiformants) in the spectrum
Is very significant in deciding the quality of the unit. Though we model this using
antiresonators in the formant synthesis system, the quality is not as good as the natural
ones.

S.3TESTING THE COARTICULATION RULES

Thecoarticulation rulesincorporated to the system weretested to (i) verify their
correct activation and (ii) evaluate their perceptua significance. Thiswas done b$ both
experimentally and perceptually.

53.1 Experimental testing

Experimental testing of the rulesis done by simulating the context in which the
ruleswould be activated and then analyzing the synthesized speech by signal processing.
Thiswasdone to verify that each of the rules served its purpose when the appropriate
context was present. The classes o rules tested were: (i) VC transition rules (ii) VV
transition rulesand (iii) CC or cluster consonant rules.

(i) Experimental testing of VC rules

The context of the VC rulesare simulated by taking the sequencesof basic units
of two, wherefirst isan isolated vowd and second is an isolated consonant. These are
then synthesized and the synthesi zed speech isanalysed to extract the formant transition
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pattern. Theformant transition pattern is then checked against the specification of the
concerned rule and is verified if it isidentical. The testing has been donefor each of
the VC rules. Fig.5.1 shows the formant contours extracted from the synthesized VC
sequences against the schematic transitions generated from the corresponding VC
rules.

(ii) Experimental testingof V-toV transitions

We have formulated one general rule for bringing about vowd to vowe
transitionsacrossVV junctionsinwords. This rule coversall vowel to vowd transitions
inHindi. Henceit isnecessary to test thisrulefor various VV junction alowed in Hindi.
Various vowel sequences in Hindi are formed and then synthesized. The formant
extraction of the synthesized speech is done and the transition patterns and their
durations are verified. Fig.5.2 shows the formant contours extracted from some
synthesized VV sequences.

(iii) Experimental testing of CC rules
Thefollowingare the cluster consonant rules tested:

(i) Gemination rule

(i) Lengthening before aglide rule
(iii) Word final cluster release rule

Thefirst two of these rules modify only the durations of speech segments and
the third one adds a release segment (vowel like segment) to the word final cluster
consonant. Words containing these clusters are synthesized. The changes at the
waveform level (i.e., changes in duration in the case o the first two rules and the
addition of the release segment in the case of the third rule) are verified in each case.

53.2 Per ceptual testing of therules

The perceptual effects of various rules are tested as explained below.

() Perceptual testing of VC rules

Thesame synthesized speech that wasused for the experimental testingis used.
The VC sequences synthesized with and without the transitions incorporated were
listened in pairs. It isseen that even without the following consonant in the play back
(i.e., only the vowel region of the VCis played to the listener), in most of the caseswe
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perceivethe effect of thefollowing consonant. Thisshowsthesignificanceof transitions
in speech perception.

(ii) Perceptual testing of W and CCrules

Words containing various VV and CC junctionswere synthesized both with and
without the application of these rules. The impre cment in perceptual quality due to
ruleswas verified.
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54 EVALUATION AT HIGHER LEVELS

In the preceding sections we discussed the testing and evaluation of the basic
units and the rules used to concatenate them. To get an overall assessment of the
effectiveness of the system, the evaluation was done for higher level units such as
sentences. |nthefollowing we discuss the sentence and paragraph level evaluation.

Some sentences containing vowel to vowel transitions and cluster consonants
besidesthe usual V C transitions were selected. These were synthesized first without
theapplication of any rulesand then with the rules. In both cases, the sameintonation
(pitch contour) was used which was computed using an intonation model for Hindi
(Madhukumar et al, 1992). The sentences were played back in pairs (one without the
rulesand the other with rules). In all cases the quality improvement due to the rules
was readily perceived. i

Some paragraphs were synthesized first without coarticulation rules and then
with rules. Asin the previous case, same intonationwas used in both cases. These were
then played and listened. It was seen that the paragraph symthcsized with the
coarticulation ruleswas more natural than the one without the rules.
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5.5CONCLUSION

The basic units were tested against possible inconsistencies in the
representation. The experimental tests helped in verifying the correct activation of
rules in various contexts. The perceptual tests signified the importance of individua
coarticulation rulesaswedl asthe collectiveeffect of the ruleson higher level unitssuch
as sentences and paragraphs.
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Chapter 6

SUMMARY AND CONCLUSIONS

This thesis addressed some issues in designing and implementing a
text-to-speech system for Hindi, an Indian language, with an emphasis on the problem
o acquisitionand incorporation of coarticulation. Coarticulation can be defined as the
influence on speech segments by the neighbouringsegmentsdue to the varyingdegrees
o physiologica constraintsaf the articulatorsin continuousspeech. The coarticul ation
givesrisetovarioustransitional patterns between the speech segments. Thetransitional
aspects of speech are as important as the stationary parts of the signal for proper
perception of speech.

In order to incorporate the coarticulation knowledge into a text-to-speech
system, we need a synthesis model which is flexible enough to make necessary
modification of speech parameters. The designissuesin developing such a system for
an Indian language are the choice of synthesis model, the choice of basic units and
their representation. The concatenation model was chosen due to its simplicity. The
characters of Hindi were chosen as the basic units. The various phases in the
text-to-speech conversion process are: preprocessing, parsing, concatenation and
synthesis. Preprocessing of the input text in Indian Standard Code for Information
Interchange (ISCII) wasdone to expand abbreviationsand numeralstotheir text forms.
Thiswas done by using lookup tables. The parser parses the expanded text into a
sequence of basic unit names. The parsing processissimple and straight forward owing
to the phonetic nature o Indian languages. The parameters of the basic units are
concatenated and after the modification by knowledge activation, they are synthesized
to give the speech output.

The representation of basic units was done using the source-system model of
speech production. The consonant region of basic unitswas represented using Linear
Prediction coefficients and the vowd region usingformants and their bandwidths. The
parameters pitch and gain were used to generate the excitationsignal for synthesis. The
issues in constructing the basic units in this representation are the speech data
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collection, analysis for parameter extraction and coding of the unit usng the
parameters. The speech data was collected from a native Hindi speaker. The LPC,
formants, pitch and gain parameterswere extracted and thefieldsof the representation
werefilled in manually for each basic unit using the above parameters.

There are two major types of coarticulation based on the direction of the
coarticulationeffects, namely, anticipatory coarticul ation or forward coarticulationand
carry-over coarticulation. Coarticulation takes place between consonants (within
clusters), between vowes and between the consonant and thefollowing vowd and vice
versa. The coarticulation phenomena were also classified in terms o the articulators
responsiblefor it. Lingual coarticulation isconcerned with thefunction of tongueasthe
activearticulator. Nasalization isconcerned with interaction of oral and nasal cavities
in speech production. Vowels are nasalized in the context of nasa sounds and this
processis rather a rule than exception. The mgor factorsthat affect coarticulationare
the language specific constraints and external factors like speaking rate and style.

Classificationaf variouscoarticulatory transition patternswasdone based on the
articulatory similarity of the transitions. Based on thisafixed number of contextual rules
were formulated which specify the transition patterns for various contexts. The
vowel-to-consonant (VC) and vowed-to-vowd (VV) transition rules modify vowd
formantsand were specified as percentage changesfrom steady formant valuesand the
duration of transition. The cluster consonant (CC) rules modify duration and gain.
Nasalization rules nasalize the vowd in VC and CV contextswhere Cisa nasa. A
knowledgerepresentation scheme using tableswasused. The knowledgeactivationwas
done along with the synthesis process.

Testing of the basic unitswas carried out interactively against inconsistenciesin
the representation. Testing of thecoarticulation ruleswasdoneto verify the correctness
o therule activation. The perceptual evaluation indicated the importanceof individual
coarticulationrules aswdl asthe collectiveeffect of the ruleson higherlevel unitssuch
as sentences and paragraphs.

Further improvements in synthesized speech quality can be made by (i) using
animproved consonantal synthesismethod, (ii) incorporating the coarticul ation effects
in cluster consonantsat the spectral level and (iii) incorporating stress rules.
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Appendix 1

VAXSTATION DETAILS

This appendix describes the hardware and software support in the
VAXSTATION IVGPX system, on which the text-to-speech system is implemented.
TheVAXSTATION system providesan environment for performingsignal processing
work. The VAXIlab system isacombinationd hardware and software componentsthat
creates the environment that the LabStar software requires. The VAXIlab system can
be used to control the real time hardware which consistsd the A/D converter, theD/A
converter and areal timeclock. The LabStar software actually providesaset of routines
to perform real time I/O using the VAXlab hardware. The following two sections
describe the VAXIlab hardware and the LabStar software.

Al.1 VAXlab Hardwarefor 1/O Support

TheAAV1I-Disatwo-channel 250-kHz digital-to-analog (D/A) converter with
direct memory access(DMA). ADV1I-D isa50-kHz anal og-to-digital (A/D) converter
with programmable gain and DMA. The KWV11-C clock module is used as a steady
frequency source for the A/D and D/A devices. File I/O, a LabStar module device,
moves datato a disk file using Queued Input Output (QIO). In QIO the user program
queues buffersto the device for continuous processing of data. The device movesthe
data directly to disk using block I/O. Aseach fileis read or written in blocks of ,512
bytes each, the transfer isvery fast.

When the A/D and the D/A devices are set to do continuous Direct Memory
Access (DMA), the DMA hardware runs continuously instead of stopping at the end
of each buffer. The DMA can run at top speed without interruptions because it is
confined to a 64K-byte block of memory that it wraps around. All the software hasto
doisto keepfilling or emptying the buffers asfast asthe DM A emptiesor fills them.
We have used continuous DMA for the analog to digital conversion.
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A1.2 LabStar Software for [/O Support

The LabStar Input Output (L10) routines provide two types d interfaces. (a)
synchronous read/write 1/0 and (b) asynchronous queued I/O. Synchronous 1/O
enables the user program to transfer a set of values to the device with one routine call.
The routine call stopsthe program until the I/O completes. Asynchronousl/O enables
the user program to queue several sets of values to be transferred. The program
continuesexecution during 1/0O operations, enabling I/O operationsto continue onone
or more devices simultaneously. Asynchronous I/O has been used in the speech
input/output using A-DID-A devices.

Each asynchronous I/0 device hasa device queue and a user queue. The user
program putsa buffer in the device queuetosend it to thedevice. The device processes
the buffer and puts the buffer in the user queue to return it to the program.
LIOSENQUEUE and LIOSDEQUEUE are the routinesfor accomplishing this. With
devices set for asynchronous 1/0, a program can set a device to forward completed
buffers to another device. When the first device completes a buffer it immediately
enqueues the buffer to the second device.



Appendix 2

AN EDITOR FOR BAS C UNIT REPRESENTATION
AND VC RULES

The interactive editor for the basic unit representation was developed to meet
the following requirements:

(i) Tocreatetherepresentation of basic units manually for each of the basic units
(i) Totest the basic unit representation by synthesizing it
(iif) Toedit and test the VC formant transition rules

The basic unit representation, as seen in chapter 3, contains several data and
control fields. Thisisstored as atext file in which each basic unit hasgot an entry for it.
The text-to-speech conversion program first loads thisfile into a table in memory and
then uses it for synthesizing the basic units. Thisfile isupdated by the editor to reflect
the changes made while editing the units. The VC formant transition rules also are
stored in atext filewhich is updated by the editor. Thisfile alsoisloaded into memory
by the text-to-speech program.

The main menu of the editor contains the following options:
Synthesize a basic unit

Edit a basic unit

Modify a VC rule

Display synthesized speech

gA W NpE

Display Excitation signal

(1) Synthesizea basic unit

Thissynthesizes a basic unit (or asequence of units) from the representation
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(2) Edit a basic unit

This option dlows the modification of variousfields of an existing unit as well
asthecreation of arepresentation for a new basic unit. A sample screen isgiven below
(user input is underlined):

Enter the unit name: ka2
Name = ka2

1)F1 = 605 Hz 5)Fil =546Hz  9) Fdl = OHz

2) F2 = 1200 6) FH2 = 1445 10)Fd2 = 0

3) F3 =228 7) A3 = 2363 11)Fd3 =0

4) F4 = 3200 8) Fi4 = 3200 12) Fd4 = 0

13) CVtransdur = 6 14) Diphth_s_dur = 0  15) Diphth_t_dur = 0
16) Start_f_no = 21 17) No-d_fr = 15

18) Burs_f_no = 18 19) Onset_f_no = 21

20) Cons_gain =1 21) Burst_gain = 5 22) Vowel_gain = 100
23) Pitch_fr_nol =0 24) Pitch-fr_no2 = 21

25) Pitch_ini_vo = 0 26) Pitch_vowd = 71

27) Bandwidthl = 150 Hz
28) Bandwidth2 = 200
29) Bandwidth3 = 200
30) Bandwidth4 = 200
31) Quit

Enter 1..30 to modify , 31 toquit : 31



After modifying any of these values, the unit can be svnthesized and the effect
of modification can be observed bv displaving the synthesized waveform aswell as by
listening to that.

(3) Modify aVCrule

Thisallowsthe interactive modification of variousvowel to consonant transition
rules. Thisalsogenerates agraphicdisplay of formant transition patternsfrom therules.
A samplescreen isgiven below (user input is underlined):

Enter vowd id. (1..5): 1
Enter cons. id. (1..15): 2

1. percentage changein F1. = -33

Il
w
o

2. percentage changein F2
3. percentage changein F3 = -10
4. percentage change in M = (

5. Trans. duration (frames) = 6
Enter 1..5 for modifying, 6 to quit: &

The above displays the specification of VC formant transition of the V C /ac/
(3A%=). The formant transition patterns from the vowels to the palatal affricates, as
generated from the rules are given below.
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This menu option together with the synthesis option help the tuning of the VC
rules and testing them by synthesizing V C sequences.

(4) Display synthesized speech
This plots the speech waveform alongwith the pitch and gain contours. A sample
display isgiven below.

FO(Hz)
F = Lﬂ%ms
e

—¥o :::

— T taedem . l150

f I e

_1 - "'l\ 100

[ 1] i~ e

[ 1AL . e

%‘.‘. 7»«11' I °

time - — - . o \ ‘ Mk w \‘F\F“* ¥

(5) Display Excitation signal
This plots the excitation sgna used for synthesis. A sample display is shown

below.
FO(Hz)
F _mm TR e 1o H .. 2:2
L R25
\’7 ROO
[ - 175
I B 150
7 pa’ o
{ 7S
— e — :
— KANOOALNDARNRNAARAAN A
tme R

All these menu options together constitute an environment for editing the basic
unitsand VC rulesaswell astesting them by synthesis. The collection of basic unitsand
VCrulesin the system was created using thiseditor.
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Appendix 3

TABLE OF ISCII CODES

In this appendix we give alisting of the file TABLE.TXT. The information in
thisfileisused by aparser. The parserisone of the modulesinour text-to-speechsystem.
The parser converts the sequence of 1SCII codes into a sequence of basic units (see
Section 3.3.3 for more details). The listing of the file, TABLE.TXT is asfollows:

LIRS REEERER RS SRR R R E R R R EREEE R SR R R R R SRR R R R R R R R R R R R RRRR R R RRRRERRRE X

Code Type Index Name Comments

IR ERREERERREREE R R R R R R R RS R R R R R R R R R R R 2 2R 2 R 222t R R R R R R R R R R R RS 2R 2 8

12 S -1 CARRIAGE RETURN
32 S -1 BLANK
33 S -1 !

34 S -1

40 S -1 (

41 S -1 )

42 S -1 *

44 S -1

45 S -1

46 S -1

47 S -1 /

48 D -1 0}

49 D -1 1}
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AEXXXE XXX XXX XXX AR KA R E XXX XXX KA AR KA XK A XXX XXX KX XXX XL A KA XXX KK X E XX KX XXX KR XK

Code Type Index Name Comments

EXXXXX LXK AKX AR KX AR R KK AR KKK R E KA XA XA KKK AR XX EXA X KA KA R KA KA XX AKX KKK K RKKKKK R K K XK

50 D 4 y
51 D -1 3}

52 D -1 4 } DIGITS

53 D -1 5 }

54 D -1 6 }

55 D -1 7}

56 D 1 8}

57 D -1 9}

58 S -1

59 S -1 :

63 S 1 ?

65 N 1 *  CHANDRA BINDI

66 N 1 — BINDI

68 C 0 2T VOWEL HEADER;'A’
69 C 1 K @ @ —————

70 C 2 KH CONSONANTS

71 C 3 G

72 C 4 GH \L

73 C 5 CH

74 0 CHH

@



[ Z R EEE R R E RS E RS R R S R E RS R R R R R E R R R E R R R R R FERE RS SRR SR SRR R R R R R RS R ¥

Code Type Index Name Comments

[ E R R EE R R R RS R RS R RS R RS E EEE SRR SRS SRR R R 2R R R R R R R R R R R R R R R RS S EE

75 C 7 J

76 C 8 JH
77 C 9 TT
78 C 10 TTH
79 C n D

80 C 12 DD
81 C 13 NH
82 C U TH
83 C 15 THH
84 C 16 DH
85 C 17 DHH
86 C 18 N

87 C 19 P

88 C 2 PH
89 C 2 B

90 C 2 BH
97 C 23 M

98 C 24 Y

99 C 25 R
101 C 26 L
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EXXXEX XXX XL EEEREX XX XXEX XXX KKK KX KK KKK XX AKX XK EXE XX R KKK XK KKK KK X KKK KX KE KX XX

Code

Type

Index

Name Comments

R E R E RS R R R E R S RS R R R 2 R E 2 R RS RS E R R R SRR 22 2222 R R R R R R R R R R R R R R AR R R R RS R RS

103

104

105

106

107

108

109

110

111

112

115

116

118

119

120

121

122

C

< O O O 0O

<

<

<

z 0 oz <

27

28

29

30

31

I~

\%
SH

SHH

I MATHRAS

Il l

uu
E

EI

0

oU  ———————-
HALANTH

| (FULLSTOP)

NUKTHA
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Appendix 4

LOOK-UPTABLESFOR THE PREPROCESSOR

In this appendix we give listings of two text files ABBR.TXT and
NUMEXP.TXT. The information in these files is used by a preprocessor. The
preprocessor isone of themodul esof our text-to-speech system. The preprocessor scans
the input text for abbreviations, numbers and special symbols, and converts them to
their " spoken™ forms (see Section 3.3.2).

Thefile ABBR.TXT contains some abbreviations and their expansionsin terms
of 1SCII codes. The format of the data is as follows: First the abbreviation isentered,
terminated by 0. Next the expansion of the abbreviation is entered, terminated by 0.
Thisfile can be modified to include more abbreviations. The listing of ABBR.TXT is
asfollows:

XXXEXEEXEXXEEXXEXEXKKERXKRRXKRR KRR KR KERRE XK KRR KRR KRR KRR A KRR KRR KRR KRR KRR KKK KX K KKK XX XX

ABBREVIATIONS AND THEIR EXPANSIONS
Enter codes of abbr. and expansion
(each terminated by 0)

EXXXEXEEXXXXX XXX XX R EXRXRE XX AT X KR X R A X KA XK XK XX XXX R AR XXX XXX X RRX KRR KRR KRR KK K XK

9 RU. X .
111

46

99 RUPAYE PN

111

87

94



98

115

87

116

87

116

106

115

106

86

120

106

86

120

68

110

PEI.

PEISE

IL



68

110

106

120

103

110

79

108

46

79

108

69

120

9

87

IISVII

DAAN.

DAAKTAR

PAN.



)

87

79

109

82

109

97

110

69

109

101

118

97

110

106

PANDITH

KIL.MII.

KILOMIITAR

SE.MI.

APy

fo5 &T

femratres

3T A



46
97
110

46

106 SENTIIMIITAR ARV
115
86
120
77
110
97
110
77
99
0

ThefileNUMEXP.TXT contains information about the numbers (0 to 99) and
their expansions in terms of 1SCIl codes. Apart from these 100 numbers, the ISCII
codes corresponding to afew words are also stored in thisfile. Theinformationin this
fileisused to convert any number to its" spoken" form. The format of the datain this
fileisasfollows: Each number and the number of 1SCII codesinitsspoken form are
entered in one line separated by blanks. The next line contains the ISCII codes (in
sequence separated by blanks), correspoiiding to the spoken form of the number. The
listing of NUMEXP.TXT isasfollows:
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AXXXXEXXXX XXX R XXX XX AKX KA XK EX R XXX XXX A RE XL EEE XXX E XA E XK XXX E XXX XXX XXX

NUMBERS AND THEIR EXPANSIONS
Each record consists of the number, size of expansion,

and the ISSCII codes of the expansion (on the next line)

XXX XXX XEXXXXEXXXXXEXXXE XXX RE XA XA XXX XXX XXX XXX XXX XXX XXX A XX XXX XX KRR XX

0 5

1041128612098  SHUUNYA FisU

1 3

68 115 69 EK oo
2 2

84118 DHO -3}
3 3

82110 86 THEEN f=
4 3

73108 99 CHAAR —\Q
5 4

87108 65 73 PAANCH  i=T
6 2

74115 CHHE €3
7 3

106 108 82 SAATH P=1rey
8 3

68 108 78 AATTH 3TH
9 >

99



10

100

101 5

102 3

103 4

104 6

105 4

86 119

84 106

o

106 119

107 75 122 108 99

101 108 70

6999118 79

NOU

DHAS

HAZAAR

LAAKH

KAROD

EYTIEY

ARSI

FT

84 104 97 120101 103 DHASHAMLAV W

87116106115

PEISE

T



Appendix 5

HINDI CONSONANTSAND VOWELS

In thisappendix, we list the consonants and vowelsof Hindi. For each character,
its name (asfollowed in our system) and itsphonetic transcription (which is universal)
are given.

XXX XA XXX XL R R AR KX XA B AR A A KK A XXX KX R A XK KK X XXX KX XXX KX XA KX KX KA A XXX XXX KX KKK KK XK

Index Character Name Phonetic transcription

EXXEXAXRX KA S XA A BEE XK E XA A X XX KX XA R XEX KX EXXK A XX IR AR XA XXX XX KX XX KA XXX KA KK XX

Consonants:
0 3T
1 ah K k
2 a KH kh
3 IV G g
4 =5y GH gh
5 =X CH ¢
6 ) CHH ch
7 51 J j
8 £52) JH jh
9 = ™ t
10 [e TTH  th
11 EY D d



12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

TR - S TSR P I A T A OO - =

DD

NH

TH

THH

DH

DHH

PH

BH

SH

SHH

dh

th

dh

w¢

w<
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Vowels:
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Appendix 6

ORGANIZATION OF THE TEXT-TO-SPEECH
CONVERSION SOFTWARE

The text-to-speech sysem softwareis organized in a modular way based on the
function. Thevarious modul esare describedwith the hel p of an organization chart given

below.

Man
: }
| | |
S — B - —_ W
} -
| ~ loadvctable | parse } synthesis ‘ display ‘

L

The main program hasgot five different modules to accomplish varioustasks.

1. loadcvtable: Thisloads dl basic units from afile to a table in memory. This
tableis used later by the synthesis module.

2. loadvctable: This loads dl vowd to consonant rulesfrom afile to atable in
memory. Thistableis used later by the synthesismodule.

3. parse: This module reads the input Hindi text in ISCII format, parsesit into
asequence of basicunitsand placesthe output in atext file caled 'fname.txt’.

4. synthesis: This module synthesizes the sequence of basic unitsin the file
fname.txt after applying various rulesfor naturalness.
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5. display: This module displays the synthesized speech and pitch and gain
contours. It also doesthe digital to analog conversion.

Of the above, the synthess module does the rule activation and synthesis
process. It hasgot the following organization:

N
|

!
o
adjust_dur_trns
v v v

——— - f }
I i

f

| loadtempevtable

—

i 1 | i
Do B . . : . .
dur_rule compute_pth_gn| | fit_intonation | lrcad upto_sent !synthcsnse_umj
- . C - [ - - i
o b ;

1. text—anal-coart: This module performs the analysisof the input sequence of basic
units to decide their consonant and vowd types. Thisinformation isstored in buffers
and used later by the rule activationand synthesis module.

2. release-cluster: This module doessome modificationsin the sequence of basic units
to enable the cluster consonant rule activation. This modifiedsequence of unitsisused
by the next module.

3. loadtempcvtable: This modul e copiesthe representation of all units.in the basic unit
sequenceinto abuffer TEMPCV TABLE. Thistablegets modified by some of therules
and isfinally used for synthesis.

4. adjust-dur-trans. This module performs the duration and gain adjustments by
applyingthe cluster rules. Thisaso adjuststhe gainand duration acrossthe VCand VV
transitions.



5. dur_rule: This is the durational rule activation module. It modifies the inherent
duration of the basic unitsin the TEMPCVTABLE contextually.

6. compute_pth_gain: The pitch and gain contours are computed from the
TEMPCVTABLE. These, after modification by rules, are used for the generation o
the excitation signdl.

7. fit-intonation Thismodul e doesthe activation o the intonation knowledgeto modify
the pitch contour to get appropriate intonation for the synthesized speech.

8. read-upto-sent Loads the LP coefficientsdf all basic unitsfrom the corresponding
filesin disk into an array in memory. This array is used by the next module for
synthesizing the L P represented region of basic units.

9. synthesise-unit Synthesize the unitsin TEMPCV TABLE one by one after applying
the VCand VV transition rules.
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