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ABSTRACT 

This thesis reports our studies on the recognition of isolated utterances 

of Hindi characters. Hindi characters are composed of mostly stop consonants 

and a few other types of consonants and pure vowels. The importance of signal 

processing in the context of recognition of short units of speech is highlighted. 

Acoustic-phonatic knowledge has been used as the basis to evolve an approach 

for recognition. This knowledge is also used to identify features that carrj 

distinctions among different categories of sounds. Three distinct regions in each 

utterance of a character are identified for detailed analysis. The region before the 

vowel onset is used to determine the consonant group. The region after vowel 

onset is used to determine the vowel type, and the transition region - the short 

(30 msec.) region immediately after the articulatory release - is used to determine 

the place of articulation of the consonant. It is shown that these three different 

parts need to be processed differently for recognition of the utterance of a 

character. In particular, the region prior to the vowel onset is mostly of transient 

type, and hence it is more appropriate to represent it by gross spectral and 

temporal features. The vowel region is to be described in terms of either the 

steady articulatory parameters or the resonances corresponding to the steady 

vocal tract system or the parameters of a linear system model for the vocal tract 

system. The transition region is more aptly described by a sequence of parameter 

values reflecting the dynamics of the vocal tract system. Methods based on 

characteristics of group delay functions are applied to obtain the significant instants 

separating these regions accurately for manual identification. Parameters which 

reflect the vocal tract shape namely, area coefficients functions are studied to 

represent the vowel part of the utterance. The objective is to explore the use of 

such parametsrs related to the vocal tract shape to take care of variability due to 

speaker characteristics. Area coefficients are also used to represent the transition 

region with the hope of. characterizing it by the changes in area coefficients. The 

features in the transition region reflect the context of the consonant manner and 



the vowel type of the utterance. Therefore, the recognition studies for the place 

of articulation is carried out in the context of consonant manner and the vowel 

class. The maln contributions of this research work are in evolving a methodology 

for the recognition of CV utterances and in proposing specific choices of 

parameters for representing different regions of the utterances. 



CHAPTER 1 

INTRODUCTION TO SIGNAL PROCESSING ISSUES 

IN SPEECH RECOGNITION 

The objective of this thesis is to demonstrate the significance of signa! 

processing for speech recognition, especially for isolated utterances of small units 

of speech. We discuss this with special reference to utterances of isolated 

characters of the Indian language, Hindi. In the absence of clues due to . 

redundancy of speech and language as in continuous speech, recognition of 

isolated utterances has to rely on the features that can be extracted from the 

signal and the acoustic-phonetic knowledge pertaining to the speech units of the 

language. We show that the use of acoustic-phonetic knowledge in signal 

processing, feature extraction and matching is necessary for improving the 

recognition accuracy significantly over the conventional approach [Rabiner 19931 

of using uniform parametric representation and matching strategies based on 

these representations. 

For the ~~tterances of characters of Hindi, different regions in the signal 

were identified based on ,the acoustic-phonetic knowledge. 'The signals in these 

regions were processed appropriately to extract parameters and features suitable 

for recognition of these regions. The features include spectral energies, temporal 

characteristics, area functions and several others. The recognition studies were 

made using trained neural network models for classi.fication. The studies show 

that if proper attention is not given to the sigcal processing stage, there is hardly 

any possibility of achieving ~~sefu l  recognition performance for such complex tasks 

as the recognition of isolated utterances of characters of a language. 



In the following discussion we highlight the background, scope of the 

current work, and identification of issues for detailed study. 

1.1 BACKGROUND TO RECOGNITION OF ISOLATED UTTERANCES 

Recognition of isolated utterances of speech units is normally performed 

by extracting parameters for each fixed duration segment of speech signal and 

matching the sequence of parameter vectors for test and reference utterances 

[Lea 19801 [Rabiner 19811 [Rabiner 19931 . The parameters are usually related 

to spectral information in the segment. The matching is performed using either 

dynamic time warping ( D m )  or by a stochastic model approach like hidden 

Markov model (HMM) [Rabiner 19891. This takes care of compression and 

expansion of different regions in the test and reference patterns. These methods 

work reasonably well for nonconfusable multisyllabic words. Their performance 

degrades significantly if the utterances are confusable and short, as in 

monosyllabic units. The main reason for their failure is that the parametric stage 

does not capture the significant features of production of these units. Moreover, 

the spectral shapes for similar segments are different for different speakers due 

to differences in the shapes of their vocal tract system, [Fant 19701 [Flanagan 

19721. 

For recognition of isolated utterances of characters of a language, the 

parametric representation of the speech signal becomes crucial [Raman 19851 

[Sundar 19871 [Yegnanarayana 19861. This is the reason for the poor performance 

of recognition of systems for English alphabet task [Yegnanarayana 19841. The 

problem is further compounded for the character set in Indian languages due to 

the size of the character set. 



The task of developing a recognition system for the utterances of isolated 

characters of Hindi differs from the task of developing such a system for the 

alphabet in English in several ways. The alphabet of English is relatively rr~uch 

smaller than the Hindi character set. The confusability in the alphabet set of English 

is confined to a subset of the vocabulary whereas the confusability is distinctly 

higher and occurs in many groups of ,the Hindi character set. In the lndian 

language context, recognition of isolated utterances of characters can form the 

basis for a character-by-character input which is equivalent to very slow speech. 

This is possible due to the phonetic nature of the larrguage wherein the spoken 

form and the written characters have nearly a onetoone correspondence. Due to 

this phonetic nature, the utterances of isolated characters in sequence, represent 

the message of continuous speech although there are artificial gaps. These, 

features imply that studies carried out on isolated character recognition for the 

Indian languages may be useful to some extent in the study of continuous speech 

recognition problem as well. Another feature is the absence of effects due to 

coarticulation in isolated character utterance, whereas in continuous speech the 

coarticulation effects significantly influence the parameters of speech. 

However, studies on isolated word recognition do not naturally lead to 

continuous speech recognition. This is because isolated word speech recognition 

is usually approached as a pattern matching problem, where the constraints 

imposed by 'the language as well as the constraints imposed by the speech 

production mechanism are not generally used. 

The study of isolated character utterance recognition has importance in 

its own right as it can be used in many applications such as learnirrg aid, directory 

assistance, keyboardless data entry and even in automated speech therapy 

sessions for hearing impaired persons. The Indian languages have a large 

character set. Normal keyboard based data entry is cumbersome as it calls for 



multiple keystrokes for each character. Keyboardless data entry through speech 

overcomes this problem. 

Isolated utterances of characters of the Hindi language are a confusable 

set. Tho parameter matching approach does not lead to a satisfactory solution. 

For example, the difference between the utterances of characters alveolar [t ̂ ]  

and denti alveolar [T ̂ I ,  is marginal and cannot be brought out by dynamic time 

warping and distance computation. One has to use information about speech 

production mechanism and language features to discern that these are distinct 

utterances. 

1.2 SCOPE OF THE PRESENT STUDY 

The main objective of the present study is highlighting the issues in 

realizing a recognition system for isolated utterances of characters of Hindi. 

Speech mode of communication with a machine involves two major components. 

One is the recognition of characters from speech signal and the second 

component is the protocol for interaction with a machine in speech mode. Our 

interest is in the problem of recognition of isolated utteiances of characters. From 

a practical point of view, the scope of the work should extend to handle any 

speaker's utterance in a normal environment such as an office room having a 

reasonably low level of background noise. An implicit assumption in this work is 

that isolated utterances are, in general, clearly spoken. This implies that all features 

of production of the character are present in the signal. In contrast, features of 

characters in continuous speech are modified by neighboring sounds to the extent 

of even being absent in some cases. The articulatory description for the production 

of characters (and hence the corresponding sequence of acoustic events) is 

generally unique for an Indian language. Thus there is very little scope for variability 

in the description of features of character utterances from speaker to speaker. 



Isolated character utterances have less variability due to absence of 

context, but, variability in features due to different speakers needs to be accounted 

for. A disadvantage in isolated character utterance is that trends in features due 

to speaker characteristics, which might be evident in continuo~~s speech context, 

are not available in isolated utterances. 

The absence of context of neighboring speech regions in isolated 

character utterances implies that one cannot take advantage of the higher level 

knowledge sources such as lexical, syntax, semantics and prosodic which impose 

their own constraints in continuous speech. It is also not possible to make use 

of higher level phonetic knowledge arising out of coarticulation. Therefore, for 

recognition, it is not possible to use some approximate representation (in arbitrary. 

symbols such as phones) of speech signal and expect that higher level knowledge 

sources to disambiguate the sequence of phones [Sundar 19871. Recognition of 

the characters is to be performed by processing the signal to extract the acoustic 

features accurately. 

The character set consists of vowels 0, consonant-vowels (CVs) and 

consonant clusters followed by a vowel (c'v). A point of note is that the speech 

production rules for these units are unique, requiring similar manner, and places 

of articulation and thus these rules are speaker independent. However, their 

manifestation in the parameters of the speech signal is significantly dependent on 

the characteristics of the speaker's vocal tract system. Moreover, some of these 

production units are very close in terms of place of articulation as in [ tA]  and 

[TA]  in Hindi, for example. Therefore, processing of speech signal without taking 

into account the manner and place of articulation of production is likely to give 

parameter values which do not reflect these distinctions. Sophistication in the 

subsequent matching for recognition is not likely to overcome their deficiency. The 

vocabulary for the present task consists of CV utterances formed by combining 

the thirty three consonants with the ten vowels of Hindi. Thus the total number 



of characters is three hundred and thirty. The utterances are pronounced clearly 

as per the rules of production in a reasonably noise free environment, and 

recorded by a microphone kept close (maximum two inches away) to the speaker. 

Thus it is assumed that all the production features are carefully articulated and 

captured. The ultimate goal is to realize a speaker independent recognition of 

these utterances. Throughout, the signal processing and the choice of parameters 

are dictated by these considerations. 

1.3 ISSllES ADDRESSED AND STUDIES CARRIED OUT 

The following issues [Yegnanarayana 19911 were identified for study in 

this thesis: 

1) Since the CV units are dynamic sounds, it is necessary to identify the 

instants (regions) where major acoustic events take place. For 

example, in the case of unvoiced velar stop [k], the instant of burst 

release, the onset of voicing and the transition region are the important 

events [Harrington 19881. An automatic method of detecting these 

instantsJregions is the first main issue to be addressed. The three 

important regions for CV utterances are the region before vowel onset 

instant, the region during transition from vowel onset to steady vowel 

and the steady vowel region. There are a few exceptions to this, as 

in the aspirated sounds, which would be considered at the appropriate 

stage of analysis and recognition. 

2) The vowel type is to be determined by using the features representing 

the vocal tract shape in the vowel region. These features are derived 

through analysis of the spectral characteristics in the vowel region. 



3) Each of the identified regions of the speech signal should be processed 
b 

and parameterslfeatures relevant to that region have to be extracted 

for recognition. The region before vowel onset is used to determine 

the manner class of the consonant such as unvoiced(voiced)- 

unaspirated, unvoiced(voiced)-aspirated, nasal, fricative and 

semivowel. 

4) 'The transition region corresponding to a short (about 30msec) duration 

after vowel onset is to be analyzed for recognition of the place of 

articulation. The analysis requires extraction of the dynamic 

characteristics of the vocal tract shape in the region. 

5) While each of the above issues can be addressed separately to some 

extent, there is significant influence of the features of one region on 

the other. Hence, the above recognition studies result in multiple 

hypotheses for manner, vowel type and place of articulation. These 

need to be resolved by combining the evidence from all the regions 

together to enhance the overall recognition performance. 

In this thesis each of these issues is addressed separately, using manual 

segmentation of the speech signals and the acoustic phonetic knowledge of the 

other regions, wherever needed, to study the identified issue more thoroughly. 

This is done primarily to bring out the importance of appropriate signal processing 

in each region for the purpose of recognition. Recognition studies are made using 

neural network models for classification [Lippman 19871 [Hush 19931. Though 

signal processing is done considering the features that need to be detected, the 

features are usually buried in the variability of the parameters. Using the neural 

networks approach, it is hoped that the mappings based on these features can 

be learnt from examples. 



Different approaches have been adopted for the identification of 

boundaries of different regions in speech signal [Rabiner 1978bl [Rabiner 19931. 

In our approach, a trained neural network was used to identify boundaries of 

different regions of CV utterances. The network was trained using a set of 

appropriate parameters for either side of the boundary. In fact, these boundaries 

correspond to significant instants of excitation of source. A method based on 

characteristics of phase derivative or group delay function has been applied to 

determine accurately the instants where significant changes take place in 

production [Smits 19921. The instants of significant excitation identified for some 

CV utterances using this method were used as an aid for manual segmentation 

of regions prior to studies on individual regions. These were also used to prepare 

training data for a neural network classifier. 

For recognition of the vowel regions -i t  is necessary to use 

parameterslfeatures that reflect the shape of the vocal tract system. Since this is 

a large amplitude region, it is possible to reliably extract the spectral features. 

However parameters related to vocal tract shape such as area coefficients are 

studied in detail. The area coefficients are extracted by deriving linear predictor 

coefficients (LPCs) from speech signal [Wakita 19731. LPCs can be reliably 

extracted from speech data in these regions due to the availability of high signal 

to noise ratio (SNR) signal. We have obtained a good recognition accuracy for 

vowels using a neural network classifier, confirming the suitability of the area 

coefficients, although other parameters such as cepstral coefficients seem to offer 

better accuracies. In all the cases even when there are errors in recognition, the 

shape of the vocal tract for the confused vowel is close to the shape of the vocal 

tract for the true vowel. Thus, the neural network classifier can be used to obtain 

the best and next best choices; in case of close decisions, for later-processing. 

For determining the manner of prcduction from the region before vowel 

onset, the following points were considered. 'The region primarily consists of 



noiselike signal due to sound production from narrow constriction in the vocal 

tract system, except in certain cases such as voiced region in voiced CV 

utterances. Therefore, parameters relating mostly to temporal and gross spectral 

features only were considered. Since this regbn typically has relatively small 

amplitude as compared to the signal in the following vowel region, the spectral 

parameters, even if they are important in some cases, cannot be relied upon due 

to sensitivity of the spectral parameters to the inevitable additional noise in these 

regions. We have shown that using parameters based on energy, zero crossings 

count, spectral flatness, duration and such other gross parameters, a trained 

neural network gives good recognition performance. Even when there were errors, 

the recognized class was close to the correct one in terms of features. As an 

example, the broad consonantal class voiced-aspiration is mostly confused with 

the aspiration class. Similarly, the semivowel class is confused with- the nasal class. 

In both of the above cases, the confused classes show distinct commonality of 

features. Further improvement is possible only if a better set of parametric 

representation can be found. In all these studies, manually segmented regions 

were used. 

Recognition studies for the place of articulation were made using the 

transition region corresponding to a fixed (30 msec.) duration after vowel onset. 

For aspirated sounds, the transition region was considered just after the release 

of aspiration. Since the parameters have to capture the dynamic characteristics 

of the vocal tract system, the area coefficients for several consecutive frames in 

this region were tried as input to a neural network classifier. Since the dynamics 

of the vocal tract system depends not only on the place of articulation, but also 

on the following vowel, it was necessary to take into account all the cases of 

vowels for each place of articulation while designing the neural network classifier. 

For this purpose we have developed a multiclass neural network classifier. We 

have noticed that representation of each frame of data by cepstral coefficients 



derived from LPCs yielded better results for place recognition than by the area 

coefficients which is largely due to variability in the computed area coefficients. 

Finally, an overall recognition strategy is proposed based on the output 

from the studies in each region. Since recognition studies of each region produce 

multiple hypotheses, it is possible to check the consistency of these hypotheses 

across all regions in the utterance to arrive at a final decision on the overall 

recognition of a CV utterance. 

The specific contributions of this research work are summarized below. 

1. The major contribution is in proposing specific choices of parameters 

for representing different regions for classification purposes. In 

particular, 

a) Only gross temporal and spectral features are needed- for 

classification of manners of. production of consonants. 

b) The cepstral or area coefficients derived from LPCs are found to 

be useful for achieving a speaker dependent recognition of vowels. 

c) The cepstral or area coefficients are also useful for identification 

of place of articulation from the transition region. 

2. Methods based on phase derivative properties and ne~~ral  network 

- models were proposed for identification of significant instants and 

regions in the speech signal for CV utterances. 

3. A hierarchical model is proposed for recognition of any of the 140 CV 

consonants from its utterance. 'The model gives an estimated overall 

CV recognition of 65% which is significantly high considering the fact 

that we have chosen a large (140) set of highly confusable CV 

utterances. 



1.4 ORGANIZATION OF THE THESIS 

In Chapter 1, we have dealt with the background to the problem and 

scope of the present work. The state of art in isolated word recognition and the 

need for knowledge driven approach to this recognition problem particularly 

concerning the confusable vocabulary of CV utterances of the language Hindi are 

given in Chapter 2. In Chapter 3, we discuss the acoustic phonetic knowledge of 

Hindi which provides the link between speech production mechanism and the 

resulting signal. Important acoustic features and their manifestation in the different 

categories of sounds are also discussed. 'This chapter also details the 

categorization of CV utterances which paves the way for a suitable approach to 

realize recognition. In this chapter, we also discuss methods to achieve high 

recognition accuracy by using features as derived from acoustic-phonetics. This 

chapter highlights the importance of addressing the issue of feature detection and 

consequently that of signal processing. The end of this chapter (chapter 3) 

identifies the four separate problems that need to be addressed to recognize the 

CV utterance. Each of the four problems is taken up as a separate study in 

chapters 4, 5, 6 and 7. In chapter 4, the methodology for determining the 

significant instants in the CV utterance is evolved and discussed. Use of special 

signal processing methods to determine these instants is also discussed. In the 

last part of chapter 4, detection of significant instants using gross parameters as 

input to a neural network classifier is discussed. Chapter 5 addresses the issues 

in determining the vowel type of the CV utterance. The signal from the region 

after vowel onset in the CV utterance is used as the relevant region for analysis. 

The nature of signal processing and the choice of parametric representation 

needed for characterizing the vowel type is discussed. At the end of this chapter, 

the vowel type determination using the chosen parametric in a neural network 

classifier is discussed. In chapter 6, the determination of the manner of the 

consonant of a CV utterance is studied. The region in the CV utterance before 

vowel onset is identified as the r e l p n t  region for analysis. Chapter 7 addresses 



the issues in analysing the dynamic region corresponding to the transitions arising 

out of the consonantal release. The place of articulation of the consonant is 

determined by analysing the region immediately following the articulatory release. 

Chapter 8 addresses the recognition of overall CV utterance using the result of 

the studies carried out in chapters 4, 5, 6 and 7. Chapter 9 summarizes the work 

and highlights the contributions. It also discusses some issues for further study. 



CHAPTER 2 

REVIEW OF METHODS FOR ISOLATED WORD 

SPEECH RECOGNITION 

Isolated word speech recognition systems normally work for a limited 

vocabulary of words. If words in the vocabulary are multisyllabic, the gross 

dissimilarities in the syllable sequence of different words are adequate to 

disambiguate the words. Such a vocabulary can be termed nonconfusable. 

Performance of IWSR systems is mainly dependent on the size and nature of the 

vocabulary. This chapter discusses different methods used for IWSR, highlighting 

the basic concepts of pattern matching techniques as applied to this problem. 

Drawbacks of direct pattern matching approach and approaches based on hidden 

Markov model and neural network models are discussed. Deficiencies in the 

conventional signal processing methods used for IWSR are also brought out. The 

need for signal-dependent as well as knowledge-based approach are discussed 

leading to a discussion on the need for acoustic-phonetic knowledge in signal 

processing, particularly in the context of CV utterances. 

2.1 ISOLATED WORD RECOGNITION STRATEGIES 

Isolated word recognition strategies generally incorporate the pattern 

matching technique [Rabiner 19811 which exploits the gross dissimilarities among 

words. The features of a word are obtained by parametric representation of speech 

signal. The time domain speech signal is divided into time slots called frames. 

The spectral characteristics of the signal in these frames are obtained as 

parameters. The time sequence of these parameters reflects the variations that 



occur in the speech signal of a word. During the training phase, these features 

for typical utterances of words in the vocabulary are obtained and stored as 

reference patterns. During the recognition process, similar features obtained for 

a test word are matched against these references. The matching strategy is based 

on some form of distance measure between the test word and the reference word. 

The distance measure is computed by taking the integrated difference between 

suitably weighted parameter values of the test word and the reference word over 

appropriate frames. 

Choice of parameters is an important consideration as it determines how 

well the relevant variations in features are captured. The best parameter choice 

among a set of parametric representations for optimal performance of speech 

recognition systems has been studied and reported in [Davis 19801. 

Conventional approaches use what may be termed as fixed strategies in 

parametrization, namely, uniform frame size and fixed set of parameters. This is 

because, mechanism for incorporating context dependent parameters makes the 

process of comparison very complex and would lack common metric to measure 

the closeness. 

Speech is characterized by inherent variability. An important and 

conspicuous variability is the one that arises out of variations in the rate of speech. 

This variation results in changes in the duration (time compression and expansion) 

of acoustic features in different utterances of a word uttered at different instances 

by the same speaker. To overcome the errors in recognition due to this variation, 

time normalization is carried out as part of distance measure computation when 

comparing the test word features against the stored reference word features. This 

time normalization or rather time alignment between the test and reference features 

is carried out by the use of a dynamic programming algorithm, more commor~ly 

called Dynamic Time Warping (DTW) algorithm. The DTW algorithm attempts to 



try out various paths of time compression and expansion and obtains the 

consequent distance scores. The path that yields the least distance score is 

presumed to be the best time normalization between the test and reference words. 

Since trying out all possible paths leads to a time consuming search, and, since 

physical constraints of the speech production mechanism limits the extent of 

durational variations, DTW algorithm implementation normally includes bounds on 

the extent of allowed time dilation and contraction. The limits are applied both in 

local (at any instant within word) as well as global (overall duration of word) 

context. Fig. 2.1 shows a typical warping path between a test word and a reference 

word. The figure also shows the typical constraints applied when performing the 

DTW. Several variations are possible in the implementation of DTW algorithm. The 

optimal choice of a DTW algorithm has been extensively studied and reported by 

[Sakoe 19781 [Myers 19811. 

In the context of speaker independent recognition, variability due to 

speaker characteristics is an important issue. To obtain good recognition 

performance under this situation either a training approach is used where the 

references for a specific speaker are obtained first before comparison, or multiple 

references are obtained from different speakers and they are used judiciously 

[Rabiner 1978al. 

Another approach to handling the durational variations in- IWSR is by the 

use of hidden Markov models (HMM) [Rabiner 19891. In this approach, each word 

in the vocabulary is modeled by a distinct HMM. The HMM for each word is 

obtained by estimating the model parameters using training patterns. The gross 

time sequence of events in the word are captured in the hidden state sequence 

of the model. The durational variations are absorbed in the state transition 

probabilities of the model. 
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Fig. 2.1 : An example of typical warping function 



Recently, there have been many attempts to use artificial neural networks 

for speech recognition tasks. The artificial neural networks are interesting for 

cognitive tasks such as speech and vision that are characterized by a high degree 

of uncertainty and variability. They offer ways of automatically designing systems 

that can make use of multiple interacting constraints which are too complex to 

be explicitly stated. The capabilities of multilayer perceptron models to learn 

automatically from examples, to form complex decision surfaces and to generalize 

from what is learnt, make these models suitable for classification tasks [tippmann 

19871. Multilayer perceptrons that are trained in supervised mode using 

backpropagation algorithm have been used for isolated word recognition [Burr 

19881. These models have very good discrimination capabilities but their use for 

classification of patterns of varying duration, such as in speech, is limited. This 

limitation for using these models for isolated word recognition is over come by 

performing nonlinear time alignment using trace segmentation- [Demichelis 19891 

or by compressing the parametric representations of the words to obtain fixed 

duration patterns [Freisleben 19921. A translation-invariant model based on 

time-delay neural network architecture was used for recognition of unaligned 

patterns [Lang 19921. Applying the prior knowledge of the task and its properties 

is important for successfully developirlg a neural network classifier for tasks such 

as speech recognition. 

The isolated word recognition systems with limited vocabulary are used 

for a wide variety of real world applications. Attempts are also being made to 

develop systems for recognition of spoken letters or characters of a language 

[Cole 19901 [Lang 19921. These systems can be used for applications like directory 

name retrieval in English [Cole 199'11 or for input of characters into computers 

when the other modes of input, such as keyboard are difficult to use. The latter 

application is relevant for the languages, such as Chinese and Indian languages, 

which have a large number (in the range of 5000 to 10000) of characters. The 

work on development of a speech dictation machine for Chinese language with 



large vocabulary is reported in [Lee 19931. In the present .thesis work, we address 

some issues in the recognition of isolated utterances of characters in Hindi, an 

Indian language. 

The isolated spoken letter or character recognition %systems are 

characterized by their large and highly confusable vocabularies. Therefore, the 

conventional approaches used for isolated word recognition of limited and 

nonconfusable vocabularies cannot be directly adopted. The approaches for 

developing isolated letter or character recognition systems with good classification 

performance, should use parametric representations which can capture the 

characteristics of different segments of the isolated utterances, and use classifiers 

with good discrimination capabilities. 

The choice of simple parameter matching works for the general class of 

recognition problems using limited vocabulary. The performance of these systems 

breaks down for a large vocabulary because of the confusability in the gross 

characteristics of many words. The confusability is increased because the fixed 

frame size parametrization fails to captl~re short duration changes. As an example, 

if centisecond processing is taken as standard, the parameters are obtained at 

ten millisecond intervals. But speech exhibits significant changes in as short a 

duration as one millisecond or lesser. Spectrogram of a segment of speech is 

shown in Fig. 2.2. The scale marks in the time axis are at ten millisecond intervals. 

Assuming scale marks at the center point of parameter sampling, one can see 

that such representations define the features at a gross level. Block data 

processing tends to smear the variations and gives an average behavior. 

Particularly, at transition regions, significant changes take place within ten 

milliseconds and these are not captured by such representations. On the other 

hand if we were to choose an arbitrarily fine resolution, then there will be too 

many details which increases variability in matching. Moreover number of data 

points become excessive which will increase the computation time. In the context 







of speech excessive data poses a problem. Small variations in the parameter 

values add up in the difference score and the scores tend to be undesirably large 

even among close patterns. Another prcblem is that steady regions are 

unnecessarily processed with high temporal resolution. What is needed is a 

judicious choice of resolution dependent on the nature of the signal - regions 

exhibiting rapid variations in features processed with high resolution and steady 

state regions using low resolution. Some studies have used such varying 

resolutions by the use of trace segmentation [Lienard 19841 to improve the 

recognition performance. 

The performance of any isolated word recognition scheme based on the 

parameter matching approach deteriorates as the size of the vocabulary increases. 

There are two aspects to this deterioration. One is in terms of the time taken for 

matching which increases almost linearly with the increase in the vocabulary size 

and the other is the increase in confusability due to many words having similar 

features. The different approaches to large vocabulary recognition are : 

a) a syntactic approach - where, at any time there exists only a small 

active vocabulary, and 

b) use of some form of classification to group similar sounding words 

and then use fine matching within the gro~~p.  

The first technique uses context (language's syntactic context) to dictate 

what the active vocabulary is. The second approach is a two stage approach 

based on the similarity among the words in subsets of the vocabulary. 

Use of fixed frame size for obtaining the features and the use of simple 

parameters as the features results in a transformation of the input signal into 

parameter sequences. Further processing is usually carried out on these 



parameter sequences. This technique reduces the computation and interpretation 

complexities to manageable proportions but may lead to the loss of crucial 

information contained in the speech signal which cannot be derived by any amount 

of processing carried out on the parameter sequences. 

In the context of a confusable vocabulary, it is this information which plays 

a key role in deciding the improvement in performance of a speech recognition 

system. This does not imply that one should derive all possible features before 

doing away with the signal. What is required is a judicious choice of parameters 

or features which is dictated by the context. The context defines the processing 

that is to be carried out. This suggests the use of knowledge based processing 

of speech signal to realize good performance in a recognition system. 

2.2 KNOWLEDGE-BASED SIGNAL PROCESSING FOR 

SPEECH RECOGNITION 

The improvement in performance for the alpha-digit set by the use of 

signal dependent approach in the choice of parameters with little or no modification 

to DTW algorithm is reported in [Yegnanarayana 19841. In the Indian language 

context the set of Hindi stop consonants is a highly confusable vocabulary and 

[Raman 19851 reports the improvement in performance by the use of signal 

dependent approach to dictate the choice of parameters, time resolution and the 

DTW' algorithm.  his work reports the results of recognition for individual groups 

of these consonants. The work also reports the use of language dependent 

constraints to dictate the strategy used for recognition. The work points out that 

for a confusable vocabulary the choice of processing strategy is crucial to obtain 

good recognition performance. 'The work reports that the phonetic nature of the 

language can be exploited by considering groups of the consonant set based on 

acoustic phonetic features. 



The present work is aimed at addressing issues for achieving good 

recognition performance for utterances of the Hindi alphabet set. The vocabulary 

that is being considered here is a large one due to various combinations of 

copsonants and vowels that are possible. The vocabulary is a highly confusable 

one too. The large and confusable vocabulary implies thal standard approaches 

used in IWSR do not work for this vocabulary. Hence there is a need for a different 

approach to recognition. Search for a different approach to recognition in the 

context of a confusable vocabulary leads one to consider the nature of the 

vocabulary and the characteristics of the speech production mechanism in more 

detail. 

Speech signal conveys a lot of information. It consists of sequence of 

regions with distinct features. Auditory perception of these leads to recognition of 

speech. In automatic speech recognition, we require a machine to do something 

similar or arrive close to it. Some of the features are clearly and conspicuously 

visible even in. the waveform plot. Spectrogram, which is a pictorial representation 

of the spectral characteristics in speech as a function of time, clearly illustrates 

many of the features. Again, as in auditory perception, it is the human faculty of 

visual perception which makes it possible to discern the features in the 

spectrogram. Spectrogram (sometimes called visible speech) is used by 

phoneticians and linguists as the mainstay tool in the analysis of speech of a 

language. (The visible form makes it possible to carry out an objective analysis 

and arrive at quantitative measurement of feature characteristics.) Parametric 

representation of the speech signal by standard signal processing methods do 

not capture all the features that are present in the signal. 

Speech signal is generated by a physical production mechanism. Physical 

constraints in the mechanism restrict the type of signals generated. Language 

imposes further restrictions. Only certain types or categories of sound are used. 

Speech sounds are therefore a subset of sounds producible by the speech 



production mechanism. Signal processing can take advantage of this knowledge 

to make it more effective. In other words, knowledge driven signal processing can 

perform much better than conventional signal processing. 

The required knowledge is obtainable from acoustic-phonetics which is 

the study of acoustic behavior of phonetic features in the speech of a language. 

By definition, phonetic features imply those speech features that have relevance 

from the point of view of the language and the conveyed message. Descriptions, 

features and characteristics of different speech sounds obtained from 

acoustic-phonetics are inherently speaker independent. Hence, with this approach, 

variability due to speaker characteristics can be handled in a systematic manner. 

This approach permits classification of speech sounds into groups and subgroups 

[Yegnanarayana 19911. Such a classification reduces the problem space and 

makes it possible to carry out recognition in stages. In the context of isolateb 

utterances of characters of Hindi, such an approach becomes .necessary as it is 

essential to detect the occurrence of relevant and distinguishing features to obtain 

good recognition performance. In the next chapter, we discuss the use of 

acoustic-phonetic knowledge in arriving at the methodology for recognition of CV 

utterances. 



CHAPTER 3 

ACOUSTIC-PHONETIC KNOWLEDGE OF 

CV UTTERANCES IN HINDI 

In this chapter we discuss the acoustic-phonetic knowledge for isolated 

utterances of characters of Hindi which embodies the relationship between 

acoustical properties of speech and the physiological mechanism of speech 

production in the utterances of characters. We also discuss how this 

acoustic-phonetic knowledge in the form of 'acoustic events is manifested as a 

set of parameters and features in the signal. At the end of this chapter, we discuss 

how this knowledge is used in arriving at the issues for study to realize recognition 

of utterances of isolated characters of Hindi. 

3.1 INTRODUCTION TO ACOUSTIC-PHONETICS 

Acoustic-phonetic knowledge may be defined as 'that obtained from the 

study of acoustic behavior of phonetic features in the speech of a language. As 

stated in [Broad 19751 the fundamental concepts in acoustic-phonetics are : 

1. Interpretation of the cor~tinuously varying acoustic parameters as a 

sequence of discrete units that can be related to linguistic structures, 

2. The characterization of the relation of phonetic equivalence between 

speech segments. 



The acoustic-phonetic descriptions use .the articulatory state and their 

dynamics as a guide. The different acoustic sources in the speech production 

mechanism form an important basis for these descriptions as they dictate the 

different speech wave types. Visual features abstracted from the sound 

spectrogram are used as the elements for the description. Since speech has many 

landmarks, a major problem is one of deciding which landmark at which instant 

is the one to pay attention to. 'The choice of the visual features are the result of 

corr~plex decisions on which features of the spectrogram are the most important. 

With this background on what comprises acoustic-phonetics, let us now 

look at the Hindi alphabet which is the vocabulary of interest in our study. 

3.2 THE HINDI ALPHABET 

Hindi language exhibits phonetic nature which is explicitly brought out in 

the organization of the alphabet (See Table-3.1). There are two broad categories 

in the alphabet - vowels and consonants. The vowels of Hindi include both 

diphthongal and non-diphthongal sounds. There is a phonological distinction 

between short and long forms of some of the vowel sounds which are represented 

by distinct symbols. Some long forms exhibit minor phonetic variations from their 

short forms. 

Consonants in Hindi are subdivided into three groups - stop and nasal 

consonants, semivowels and fricatives. The structure within each group reflects 

different places of articulation and manners of production of consonants. Table-3.1 

shows a rearranged version of the normal table which continues to retain the 

structure. The five columns in the stop and nasal group correspond to the five 

different places of articulation - velar, palatal, retroflex, dentialveolar and bilabial. 

The rowwise arrangment reflects grouping based on the manner of production 

of the consonants. The four rows in stop consonants belong to the nonnasal 



Table-3.1: The Hindi alphabet arranged to reflect classification based on' 
acoustic-phonetic features 

VOWELS AND DIPHTHONGS 

Tongue hump position 

Tongue hump height 

Lips rounding 

Length of vowel 

Short 

Long 

NASALS 

SEMIVOWEL AND NASAL CONSONANTS 

Back 

Mid 

Yes 

[ u l  

1 ~ 1  

Coupling of nasal tract by lowering of velum 

Sub group 

SEMIVOWELS 

Velar 

1 9 - 1  

VOWELS DlPHTHONGS 

Back 

Low 

Yes 

-- 

[ o I  

Coupled 

Nasal 

FRICATIVE CONSONANTS 

Decoupled 

Semivowels 

Palatal 

[ G I  

PLACE OF ARTlCULATORY RELEASE 

Central1 
Back 

Low 

No 

[ ^ I  

[ A 1  

Palatal 

l i  I 

Retroflex 

I N  I 

PLACE OFARTlCULATORY RELEASE 

Front 

Alveolar trill 

111 

Glottal 

[ h l  

STOP CONSONANTS 

Dentialveolar 

[ n l  

MANNER OF 
ARTICULATION 

UNVOICED 

Note : Phonetic symbols used are as in Computer Phonetic Alphabet [Lennig 841 with 
modification for aspiration as suggested in [Ganesen 751 

Mid 

No No . 

- - 

[ e l  l i l  

Front 

Bilabial 

l m l  

Alveolar lateral 

' 111  

Palatal 

[ s1 I 

PLACE OF ARTICLILATORY RELEASE 

Velar Palatal Retroflex Dentialveolar Bilabial 

VOICED 

Labiodental 

I v I 

Unaspirated 

Aspirated 

Central to 
Front 

Retroflex 

[S I  

unaspirated 

Aspirated 

Back 

Alveolar 

[ 3 1  

I k l  

1 kh 1 

191 

1 gh 1 

I t s 1  

1 tsh 1 

[ d Z l  

1 dzh 1 

I t 1  

[ t h  1 

I d 1  

[ d h l  

I T 1  

1 Th 1 

I PI 

[ ph 1 

[ D l  

[ Dh 1 

[ b l  

[ bh 1 



category. The nasal consonants are shown in a separate row. Stop consonants 

in the first and second rows belong to the unvoiced category. Glottal excitation 

is absent during the production of these consonants. The third and fourth rows 

represent the voiced consonants. In these cases glottal excitation starts prior to 

the consonant release. consonants are also categorized on the basis of presence 

or absence of aspiration. Consonants in the first and third rows are unaspirated, 

whereas the consonants in the second and fourth rows are aspirated. Nasal 

consonants are by nature voiced and unaspirated. Semivowels too are by nature 

voiced and unaspirated, and different sen-rivowels are differentiated based only on 

their place of articulation. The order of arrangement for semivowels is from the 

inner to the outer point of articulatory stricture in the mouth - palatal, alveolar 

(trill), alveolar (lateral) and labiodental. Fricatives in Hindi are always unvoiced. 

The order of arrangement for fricatives in the table is based on the point of stricture 

in the mouth - glottal, palatal, retroflex and alveolar. 

Characters in Hindi are combinations of consonants (C) and vowels (V). 

They occur in the forms of C, V, CV, CCV and CCCV, where C is any consonant 

from the consonant group and V is any vowel from the vowel group. In this study 

we consider characters of the type V and CV only. 

3.3 SPEECH PRODUCTION MECHANISM 

Phonetics deals with systematic study of human speech sounds in order 

to describe and classify them. Phonetic features are described usually in terms 

of the articulatory process (see Fig. 3.1). As speech sounds are characterized by 

both dynamic and static behavior of the articulators, the description of speech 

sounds is based on the articulatory positions, articulatory dynamics, resultant 

acoustic sources and the sequence of events. 



Fig. 3.1 : Sketch of the parts of human speech production mechanism 

3 \ 



Among the two broad classes of speech sounds (vowels and consonants), 

vowels are produced with a relatively free passage of air stream in the vocal tract 

with the vocal cords set into strong vibrations. The vibrations are setup by the air 

pressure difference across the vocal cords and this results in quasi-periodic 

impulses of air being injected into the vocal tract. 'This functions as the acoustic 

signal source with periodic nature and wide-band characteristics. The vocal tract, 

an acoustic tube, imposes its transmission characteristics on the acoustic signal 

emanating from the source and the resultant signal is radiated from the mouth. 

The different vowels are generated by altering the shape of the vocal tract. The 

quality of a vowel is mostly dictated by the positions of the tongue and lips as 

these introduce maximal and conspicuous change in the shape of the vocal tract. 

'The velum too plays a role in that it determines whether or not the nasal tract is 

coupled to the oral tract. 

Consonants are produced when the air stream passing through the vocal 

tract is obstructed in some way by the articulators. The closure position is followed 

by a release towards an open tract configuration of the following vowel. The 

consonants differ depending on the place where the obstruction takes place as 

well as the manner of articulation in the production of the consonant. The 

obstruction can occur in many ways. The acoustic signal source (excitation) during 

consonant production can also occur in different ways - the release of articulator 

can result in impulse excitation at the point of constriction; random noise like 

excitation can occur when articulators are brought close together leading to 

turbulent air flow; and vocal cord vibrations can occur along with articulatory 

release leadirlg to periodic irr~pulse excitation. The characteristics of the speech 

production mechanism and consequent acoustic features during consonant 

production in CV utterances of Hindi are discussed in a later section in this chapter. 



3.4 NATURE OF SPEECH SIGNAL IN CV UlTERANCES 

Typical speech waveform and its characteristics are illustrated in Fig. 3.2 

taking the example of two utterances (khA] and [tSI]. The figure highlights the 

details in the consonantal parts of ths utterance. The initial burst, frication and 

aspiration characteristics of the consonant, and the voicing characteristics in the 

initial part of the vowel are shown. The complex nature of the speech signal and 

its time varying characteristics are clearly seen from the figure. 

The burst is a very short duration signal with an amplitude significantly 

large relative to the neighboring regions of the 'signal. In the illustrated example, 

there are several cycles of the signal within this short duration which indicates 

high frequency concentration. The frication region which is observed in the initial 

part of utterance [tSI] also exhibits rapid oscillations in the signal, but for this 

case, the signal exhibits randomness and is present for a significantly longer 

duration. 'The amplitude characteristics in this region are also distinctly different 

from that of the burst. The aspiration region in the signal shows mixed nature. 

There is random large amplitude variation with random rapid variations 

superimposed in it. The vowel region in both the utterances clearly show periodicity 

in the signal. This can be seen from the repetitive nature of the waveform. The 

time period of this repetition is called the pitch period. The nature of the waveform 

within a pitch period exhibits damped sinusoidal behaviour. This reflects the 

resonance behavior of the speech production mechanism. The spectral 

characteristic of ,this resonance behavior is the formant str l~ct~~re. The resonance 

behavior shows distinctly different characteristics for the two examples shown. The 

illustration shows these features clearly, but the features exhibit large variability 

dependent on the context of the consonant and vowel. 







3.5 ACOUSTIC FEATURES OF CV UlTERANCES 

The Hindi CV utterances have an independence in the description of the 

consonantal part and the vowel part which makes it possible to combine any 

consonant with any vowel to form an utterance. 'The consonant part of an utterance 

is one of thirty three possible consonants of Hindi (thirty four if we consider the 

case of an utterance without any consonant), while, the vowel part is one of ten 

different vowels/diphthongs. The acoustic characteristics of the CV utterance set 

show distinct commonality in the features among groups of the CV utterance set. 

The common features are due to the similarity in the way the consonant is 

produced. This is usually termed the manner of articulation of the consonant. 

Individual consonants within a group are distinguished by the specific place of 

articulatory release (or place of articulation). 

3.5.1 Features of broad classes and regions in CV utterances 

The CV utterances can be grouped into eight broad classes based on 

the manner of production of the consonants (or rather the consonant category). 

This grouping follows directly from the phonetic ordering in the Hindi alphabet. 

The eight different categories (including the case of vowel only) are indicated 

Utterances in each of these categories exhibit different regions with distinct 

characteristics. These regions show variations for the different cases of utterance 

mostly due to the context of the vowel region in the utterance and the place of 

consonantal stricture in the vocal tract. Table-3.3 identifies the different regions 

that occur in the various categories of utterances. The asterisks indicate the 

presence of a region type in a category and the order (from left to right) of the 

regions indicated as being present is the sequence of their occurrence in the 

utterance. 



Table-3.2 : Broad classes of Hindi CV utterances based on the manner of 

production of consonant 

1. Unvoiced unaspirated stops 

2. Unvoiced aspirated stops 

3. Voiced unaspirated stops 

4. Unvoicedaspirated stops 

5. Nasals 

6. Semivowels 

7. Fricatives 

8. No consonant 

Table-3.3: Significant regions in broad classes of utterances . 

I BROAD I REGION 

1 CLASS 1 VNG RLT ASP VAS NSL SMV FRC W L  1 
1 UV-UA-SC I 
/ UA-A-SC 1 

1 SMVC I * * I 

V-UA-SC 

V-A-SC 

NSLC 

1 FRCC I * * I 

* 

t * " * * 

* * ~ 

VNG : Voicing 

RLT : Stop release transient 

ASP : Aspiration 

VAS : Voiced-aspiration 

1 

NSL : Nasal 

SMV : Semivowel 

FRC : Fricative 

W L  : Vowel 

W L O  * 
I 



All regions, other than the stop release transient, occur for a significant 

duration in the utterance. The region to the left of the vowel-like region in the 

utterance can be considered as the consonantal part. Thus the different region 

types that can occur in a CV utterance of Hindi are: 

a) Voicing (VNG) - that preceding the stop release in voiced stops 

b) Stop release transient (RLT) - burst 

c) Aspiration (ASP) 

d) Voiced-aspiration (VAS) 

e) Nasal (NSL) 

f) Semivowel (SMV) 

g) Frication (FRC) 

h) Vowel-like (VWL) 

i) Silence/background noise (SIL) 

Region type (SIL) is included for the sake of completeness and represents 

region prior to utterance start as well as region after the utterance end. The regions 

are demarcated by specific events which trigger the change. The significant 

instants of change in an utterance are: 

a) Start of utterance (ST) 

b) Articulatory release instant (AR) 

c) Initiation of' glottal vibrations (GI) 

d) Vowel onset instant (VO) 

e) Termination of glottal vibrations (GT) 

f) End of the utterance (ND) 

These instants in relationship to the occurrence of different regions in an 

utterance are indicated in Table-3.4. It can be observed that there is 

co-occurrence of some of these instants in different utterance groups. 



Table 3.4 : Time sequence of instants and regions in broad classes of utterances 

UV-UA-SC 

UV-A-SC 

V-UA-SC 

V-A-SC 

NSLC 

SMVC 

FRCC 

VWLO 

RLT , VWL 
I 

ST GI GT 
AR VO ND 

RLT ASP VWL 
I 

ST GI 
I 

GT 
AR VO ND 

i 
VNG RLT VWL 

I I 

ST AR 
I 

VO . GT 
GI ND 

SMV VWL 

ST AR GT 
GI VO ND 

VNG RLT VAS VWL 

I FRC 1 VWL I 

I I 
ST AR VO G 

GI ND 



The basis for the formation of groups, region types and instants is from 

acoustic-phonetics and is similar to segment type features discussed by [Fant 

19731. This form of grouping of utterances and tabulation of different regions in 

an utterance suggest that the first level discrimination in terms of the group to 

' which an unknown utterance belongs is possible only if we can detect the regions 

that occur. We shall now look at the typical acoustic features and the parametric 

behavior of the different region types. 

3.5.2 Acoustic features of regions 

The following subsections discuss the production mechanism 

characteristics and the acoustic features in the different regions of CV utterances. 

3.5.2.1 Voicing (VNG) 

The voicing signal is produced when glottal vibrations are present with a 

complete closure of the vocal tract. Though glottal vibrations form wide band 

excitation, the absence of a radiation point causes the glottal vibrations to be 

heavily filtered and attenuated. The signal appears to have only the pitch frequency 

component. The signal is periodic and nearly sinusoidal. The signal energy is low 

but remains steady with very little fluctuations. There is no spectral structure due 

to the absence of higher frequency components. The absence of transn-lission 

through vocal tract also implies an absence of formant structure in the signal. 

Consequently, neither the shape of the vocal tract nor the place of articulation 

has any significant influence on the signal characteristics in this region. Though 

sustainable for a significant duration, the voicing signal usually exhibits a decrease 

in the amplitude near the end of the region. This is attributable to the reduction 

in glottal vibration strength as a result of decrease in the air flow across the glottis 

due to complete closure. 



3.5.2.2 Stop Release Transient (RLT) 

This region is characterized by signal of very short duration. The signiFicant 

excitation is that due to the abrupt pressure release causing an impulse excitation 

at the place corresponding to the point of closure in the vocal tract. The pature 

of'the excitation signal is dependent on the release dynamics and is a function 

of the place at which the articulatory release occurs. It is also a function of the 

nature of the preceding and following regions. Since the vocal tract imposes its 

transmission properties as well, the stop release signal exhibits differences in 

characteristics due to the shape of the vocal tract determined by the following 

vowel context. Thus there are many aspects to the differences in characteristics 

of the stop release transient. We shall now consider each of these aspects in 

more detail. 

In voiced stops, since glottal vibrations persist right through the release, 

the release transient signal is embedded in voicing signal.. The presence of glottal 

vibrations during closure, leads to lower pressure build-up when compared to 

unvoiced stops. As a consequence, the release transient in voiced stops has a 

lower amplitude. 

In aspirated stops, the pressure build-up during closure is larger than in 

unaspirated stops. The production of aspiration calls for significantly larger air ,flow 

and the larger pressure build-up occurs in anticipation of this. This leads to a 

very large amplitude signal at release. 

The stop release as a function of 'place' shows distinct differences for the 

different cases. The differences arise mostly due to the articulatory release 

dynamics. The velar stop release has one or more epochs (impulse / shock 

excitation) and is conditioned by almost all of the vocal tract as it is at an inner 

point. Since the position is close to the glottis, it influences the start of glottal 



vibrations after the release by delaying it. The palatal position has a large area of 

contact. The release occurs with a short duration of narrow opening. This causes 

turbulence leading to fricative like signal with decay in amplitude. The retroflex, 

denti-alveolar and bilabial stops have the closure near the mouth. Consequently, 

the release transient is not affected significantly by the vocal tract. The transient 

occurs for a very short duration. 

3.5.2.3 Aspiration (ASP) 

The aspiration signal is produced with narrow opening in the glottis. The 

narrowness of the glottal opening causes an absence of glottal vibrations, but, 

is narrow enough to cause the air release at high velocity. The acoustic signal 

source isthe turbulence arising out of the high velocity air flow at the constriction 

as well as that due to any obstruction in the direct path of the high velocity air 

flow in the supraglottal region.  he turbulence forms the wideband acoustic 

excitation of the vocal tract. It is characterized by randomness in both time and 

amplitude of the epochs (impulse excitation). Since the excitation occurs at an 

inner point in the vocal tract, it is subjected to the transmission (filtering) properties 

of all of the tract. Since the aspiration is always preceded by stop release in Hindi 

CV utterances, the air flow is initially very large. Consequently the excitations exhibit 

large energy at the -beginning of the region which decays with time. The resultant 

signal exhibits large amplitude with random fluctuations and decay towards the 

end of the region. The turbulence in the initial part of aspiration occurs near the 

place of stop stricture rather than at glottis. In the production of certain vowels, 

the vocal tract exhibits constriction at some position which is narrower than the 

glottal constriction. In these cases, the acoustic signal source is at a posterior 

point in the vocal tract and not at glottis. In either case, the resultant signal exhibits 

spectral structure which is a function of the shape formed by the vocal tract in 

anticipation of the following vowel. As a consequence of the preceding stop 

release, vocal tract shape change occurs in the initial part of aspiration. This 

results in changes in the spectral structure in the initial part. 



3.5.2.4 Voiced-Aspiration WAS) 

Voiced-aspiration is also produced with narrow opening of glottis, but, 

along with the high velocity air flow, the glottis is set into vibrations. Thus the 

acoustic signal source consists of two components, one is the random excitation 

due to turbulence and the other is the periodic excitation due to glottal vibrations. 

Ti-re glottal vibrations are relatively weak because of incomplete closure. The 

voiced-aspiration is also preceded by the stop release in Hindi CV utterances and 

this causes the air flow to be initially very large. A spectral structure is imposed 

on the mixed excitation in transmission through the vocal tract. The initial part 

exhibits change in spectral structure because of the preceding stop release. The 

resultant speech signal exhibits periodic waveform mixed with random fluctuations. 

3.5.2.5 Nasal (NSL) 

Nasal consonants are produced with a complete closure at some position 

in the vocal tract but with the velum lowered. This results in the nasal tract being 

coupled to the vocal tract system. Since the velum is inwards from the position 

of closure, the nasal tract provides a free path for the air flow. Thus there is no 

pressure build-up at the closure. The closure is subsequently released tc realize 

an open tract configuration of the following vowel in CV utterances. 'The acoustic 

signal source is the glottal vibrations which is initiated prior to the release of the 

closure in the oral tract. Prior to the articulatory release, the acoustic signal passes 

through the nasal tract and is radiated from the nostrils. Thus the radiated signal 

is characterized by the nasal tract transmission properties. The anterior part of 

the oral tract up to the closure becomes an acoustic chamber coupled to the 

acoustic tube. The coupled acoustic chamber functions as a frequency selective 

energy absorber. Hence, the spectral structure of the radiated signal exhibits 

nulls (significant reduction in energy) at the absorption frequencies. The signal 

energy is distinctly lower than that after release though the relative strength of 

glottal vibrations remains nearly at the same level. Since there is an absence of 

pressure build-up at the closure, the articulatory release does not induce a new 



acoustic signal source. The effect of articulatory release is merely to alter the 

structure and shape of the acoustic tube and consequently its transmission 

properties. 

3.5.2.6 Semivowel (SMV) 

Semivowels are produced when the articulators are brought in contact at 

some place in the vocal tract but forming an incomplete closure. There is thus a 

clear path for unobstructed air flow in the vocalYract even during closure. Strong 

glottal vibrations form the acoustic signal source. The distinct feature is that arising 

out of the specific shape of the vocal tract dictated by the nature of closure. This 

is reflected in the spectral structure imposed on the periodic impulse acoustic 

signal generated from glottal vbrations. Here again, as in nasals, the articulatory 

release does not induce a new acoustic source. The vocal tract is opened out to 

the following vowel's configuration.   he signal before release exhibits distinctly 

lower energy than that after release. 

3.5.2.7 Frication (FRC) 

Fricative consonants are produced when the articulators are brought close 

together creating a narrow constriction at some point in the vocal tract. The narrow 

constriction partially obstructs the air .I:low causing significant increase in its 

velocity. The high velocity air flow leaving the constriction results in turbulence 

when striking an articulatory obstruction in its direct path. The acoustic signal 

source is this turbulence which is random noise like with high frequency 

components as dominant. The random noise like excitation is subjected to the 

transmission characteristics of the vocal tract acoustic tube mostly by the part 

outwards from the point of constriction. But for the case of glottal frication, the 

constriction in the vocal tract for all other fricatives is close to the mouth (radiation 

point). Hence the resultant random noise like signal is subjected to minimal filtering 

and has mostly high frequency components. The glottal frication exhibits a filtered 

version of the random noise like signal because of transmission through the 



complete length of vocal tract. The glottal frication is produced sirr~ilar to aspiration. 

But, there is a major difference. Aspiration is always preceded by a stop release 

whereas, glottal frication starts from silence. 

3.5.2.8 Vowel-like (VWL) 

'The vowel-like region is the region after vowel onset in CV utterances. 

The vocal tract is relatively open and hence causes free air flow. Strong glottal 

vibrations result in periodic wide band impulse excitation of the vocal tract and 

this forms the acoustic signal source. Spectral structure is irr~posed by the 

transmission characteristics of the relatively free vocal tract acoustic passage. The 

signal exhibits high energy level due to the open vocal tract configuration. The 

diphthongal vowels of Hindi are produced with a gradual change in the vocal tract 

shape over this region. Nasal utterances usually exhibit nasalization in the vowel 

region as well. The radiated signal in this case is that due to passage through 

nasal tract and the oral tract. For most cases of CV utterances except the aspirated 

and voiced-aspirated class, the initial part of the vowel-like region exhibits vocal 

tract shape change due to the preceding consonantal release. The initial shape 

is that due to the constriction at the place of articulation as well as the anticipatory 

positioning for the following vowel context. The shape of the vocal tract, after the 

articulatory movement due to release is complete, is that of the vowel context. 

Thus the beginning of this region exhibits changing or transitional characteristics. 

3.6 METHODOLOGY FOR RECOGNITION BASED ON 

ACOUSTIC-PHONETICS 

From the discussion in the previous section, it is clear that the rr~eaningful 

sounds that we produce are well defined. Sequences in which these sounds are 

produced are also unique. But the sounds do not conforrr~ to assumptions made 

in the usual source-system model of speech production for analysis purposes. 

Some of the assumptions in this model are : 



- An all pole model for the system 

- Short-time invariance of the model 

- Simplified assumption about the source 

- The source and the system features are independent 

Some of ,the problems that are not handled well by this model are the 

following : 

- Dynamic behavior of the source and system 

- Interaction between the system and source 

- Coupling between the vocal tract and nasal tract 

- Excitation at different points in the vocal tract system 

- Multiple excitation 

In most cases the information is available in the signal and is visible (and 

perceivable) in the temporal and spectral domains as in the signal waveform and 

spectrogram, respectively. The problem is lack of suitable signal processing 

techniques to extract the relevant information. 

As evinced from the discussions in the previous section the CV units are 

dynamic sounds. There are distinct regions in the utterance with characteristic 

features. This suggests that by considering different regions of the CV units 

independently, it is possible to carry out appropriate processing dictated by the 

nature of the region. The three important regions for CV utterances are the region 

before vowel onset instant, the transition region immediately following the 

articulatory release instant and the steady vowel region. It is necessary to identify 

the instants where these major acoustic events take place. Specifically, it is 

necessary to determine the start of utterance, the vowel onset instant and the 

articulatory release instant. These instants help to identify the consonantal region, 



the transition region and the vowel region. These regions for the different manners 

of consonants are shown in Fig. 3.3. Detection of these instants and regions is 

the first issue that nseds to be addressed. 

The different consonantal classes have distinctly differing gross 

characteristics in the nature of the speech signal in the consonantal region, which 

is the region before vowel onset. Hence, if we confine attention to this region, it 

is possible to use relevant and appropriate parameters to discriminate amongst 

the different consonantal classes. The assumption is that the region for analysis 

is known apriori. The speech signal in this region should be processed to obtain 

features relevant for determination of the consonant class (manner), namely, 

unvoiced-unaspirated, voiced, aspirated, voiced-aspirated, nasal, semivowel and 

fricative. 

The vowel region needs to be processed to determine the vowel type of 

the CV utterance. For monophthongs it is enough to use the signal characteristics 

in the middle of the vowel region. For diphthongs, it is necessary to determine 

the nature of vocal tract shape change that occurs in the vowel region. The 

spectral features in the vowel region are dictated by the specific shape of the 

vocal tract besides its size, which is variable from speaker to speaker. But the 

vowel type is dictated more by the gross shape rather than the specific dimensions 

of the vocal tract. Therefore, for speaker independent recognition, the signal in 

this region is processed to extract the information of the vocal tract shape through 

analysis of the spectral features. 

The cues for the place of articulation in CV utterances are in the signal 

prior to as well as during the articulatory release. For cases of consonantal regions 

with significant signal strength, the spectral characteristics of the signal in the 

consonantal region is determined by the nature of acoustic excitation and the 

extent of vocal tract that comes into play. As an example, let us consider the 



VOICED-ASPIRATED 

.? , , , , . ,  ., -. ,  . ,..,-, .- ,.?.. , . ,  , .~,  , , , . , . . . , . . , , ~ , . , . . . 
NASAL 

SEMIVOWEL 

FRl CATIO N 

0 50 100 150 200 250 

TIME(msec.) 

Fig. 33 : Significant instants and regions for the different 
manners of consonants 

A: Start of utterance; B: Articulatory release; C: Vowel onset instant 



VOICED-UNASPIRATED 

NASAL 3 

SEMIVOWEL 

0 50 100 150 200 250 

TIME(msec.) 

Fig. 3 3  : Significant instants and regions for the different 
manners of consonants 

A: Start of utterance; B: Articulatory release; C: Vowel onset instant 



iodic excitation due to glottal vibrations even during the consonant production. 

But the oral tract exhibits a complete closure and, the nasal tract provides the 

path for air flow. 'The glottal excitation is conditioned (filtered) both by the inner 

cavity formed due to the closure in the oral tract and the nasal passage. Thus 

the spectral characteristics of the resultant signal is conditioned by the place where 

the closure occurs in the oral tract (in other words, the place of articulation). In 

the case of stop consonants, the articulatory release results in a transient signal 

which is present for a very short duration. The nature of the transient signal is a 

function of the place of articulation, the manner of the consonant (consonant 

class) and the anticipatory vocal tract position due to the following vowel context. 

But the signal is generally weak prior to release and this causes difficulties in 

extracting the spectral characteristics reliably. 

The transition region which is a short (30 msec.) duration irr~mediately 

following the articulatory release holds the important cue to determine the place 

of articulation. 'This is because the dynamic characteristics of the vocal tract shape 

change is determined by the place of articulation and the following vowel context. 

For most of the consonant classes this occurs along with vowel onset. Since the 

vowel region exhibits relatively high energy signal, the signal is amenable for 

detailed spectral characterization. The exceptions are the aspiration and 

voiced-aspiration classes. For these cases, the articulatory release is immediately 

followed by aspiration or voiced aspiration rathei than vowel onset. Therefore, the 

transition region occurs during 'the initial part of aspiration and voiced-aspiration 

respectively. Thus, characteristics of the transition region can be used reliably for 

determination of the place of articulation. 

Having evolved methodology for carrying out different aspects of 

discrimination in different parts of the CV utterances, the overall recognition of the 

CV unit appears to be trivial, calling only for combining the results. But, this is 

true only if we are in a position to realize cent percent correct discrimination of 



these different parts. Even if cent percent correct discrimination is not realizable, 

it is possible to select both best and second best choice in different parts and 

use the consistency among the choices to establish the identity of the overall CV 

utterance. 

In summary, the recognition of the CV utterance can be looked upon as 

four separate problems. 

1. Determination of significant instants namely, start of utterance, 

articulatory release instant and vowel onset instant. These three 

instants are needed to identify different parts for the individual analysis, 

2. Determination of consonant manner by analysing the region before 

vowel onset instant, 

3. Determination of vowel type of the utterance by processing the region . 
in the utterance after vowel onset, and, 

4. Determination of the place of articulation by analysing the region 

immediately following articulatory release instant to determine the 

nature of the transition. 

Since the aim af the present study is to address the issues and arrive at 

an appropriate methodology for recognition, each of the above indicated aspects 

of discrimination is considered independently as a study. If information from one 

is needed in the other, that information is presumed to be known and the study 

is carried out. An important input needed in each of the studies is the instants 

separating the different regions for analysis. This is presumed available and is 

obtained through manual analysis of the speech data. Where appropriate and 

necessary, semi-automatic methods (specially processed parameters,) have also 

been used to identify these instants. Note that this detailed analysis is needed 



only during training phase of a recognition system. Once trained, the classifier 

can be used to spot the required instants and regions automatically. The detection 

of significant instants is taken up as a separate study by itself. This forms the 

topic of the next chapter. 



CHAPTER 4 

DETECTION OF SIGNIFICANT INSTANTS FOR 

IDENTIFICATION OF DIFFERENT REGIONS 

Speech signal for CV utterances exhibits regions with relatively steady 

characteristics as well as regions with rapidly varying characteristics. Important 

cues for the recognition of an utterance are present in both types of regions for 

different aspects of recognition. As an example, the quality of the vowel in a CV 

utterance is determined by the characteristics in the relatively steady region of the 

utterance; whereas for the consonantal part, the important cues for recognition 

lie in the region exhibiting transitional (rapidly varying) characteristics. Hence, for 

recognition of a CV utterance, there is a need to identify the regions with different 

characteristics in the utterance where detailed analysis needs to be carried out. 
- The need is more so for the CV utterances of Hindi where, there exist a number 

of candidate utterances with distinguishing characteristics only in the consonantal 

part. As an example, consider the different characters of Hindi in a row of the 

stop consonants shown in Table-3.1 (Chapter 3). The first row identified as 

unvoiced-unaspirated stops, has the consonantal part of the character being 

different only in the place at which the articulatory release occurs. This is true for 

the other rows in the stop group, where the manner of production of the consonant 

is the same and only the place of stop release is different. 

In this chapter, we shall first look at the instants separating the regions 

of interest when considering CV utterances. The characteristic features of the 

events at these instants are discussed, and a method to determine them is 

evolved. It is difficult to determine these instants from the signal waveform or from 



the parameter contours derived from the signal (Fig. 4.1). Since these events for 

many cases of CV utterances correspond to the instants of significant excitation 

in the sisnal, special signal processing methods to determine the epochs have 

been used: Epochs determined using the above approach aid in the manual 

identification of the significant instants in CV utterances. These manually identified 

instants are used in different recognition studies. Although this method makes it 

possible to determine these instants with high positional accuracy, it is necessary 

to perform post processing to remove the unwanted epochs that are detected. 

Strictly speaking, the high positional resolution provided by the epoch detection 

method is not warranted. The computational burden is also high in this method. 

In the latter part of this Chapter, use of gross parameters along with neural network 

structures is studied for the detection of these significant instants. 

4.1 SIGNIFICANT INSTANTS IN CV UlTERANCES 

As Chapter 3, important events that demarcate different regions in any 

CV utterance are : 

a) start of the utterance, 

b) articulatory release instant, and 

c) vowel onset instant. 

These instants occur in all CV utterances. In some utterances these 

instants co-occur. The start and end of an utterance identify the relevant span of 

an utterance for processing. The consonantal (C) part exhibits rapid movement 

of articulators after the articulatory release instant. Identification of the articulatory 

release instant is necessary for the determination of place of articulation. The 

vowel onset instant identifies the instant when strong vocal cord vibrations with 

relatively open tract sets in. Region prior to this instant may be considered as the 



consonantal part of the CV utterance. The instants of initiation and termination of 

glottal vibrations play a role in describing the utterance type. 

It is interesting to note that by focussing on these significant events, the 

emphasis on beginning and end of an utterance is not critical as in the case of 

IWSR. Using the three instants - start of the utterance, articulatory release instant 

and vowel onset instant - as reference, it is possible to determine the identity of 

a CV utterance without the need to carry out time normalization. Another benefit 

that is accrued is that the analysis methods can be tuned considering the region 

of interest and the nature of discrimination. 'The signal processing burden is also 

reduced since detailed analysis is carried out only in selected regions of the signal. 

4.2 ISSUES IN DETERMINING SIGNIFICANT INSTANTS 

Fig. 4.1 shows some typical CV utterances of Hindi with the articulatory 

release instant and the vowel onset instant identified manually for one utterance. 

It can be seen that these instants demarcate distinct changes in the waveform 

plot. The figure also shows some of the gross parameters derived using block 

data processing and their trends for different utterances. The gross parameters 

shown in the figure are those identified at the end of this section. It is observed 

that though the change is distinct in the waveform plot, the parameters exhibit a 

smeared version due to inherent drawbacks of block data processing. Another 

point that may be observed is that, for utterances with very short consonantal 

segment as in [t" ], [T"] and [p"], the smearing of change is such that we 

altogether miss the separation between the two events - start of the utterance 

and vowel onset. 

The nature of the signal before and after the significant instants provide 

good clues to determine the important features that can lead to their detection. 





















epochs which need to be filtered using context and other parameters. The epochs 

determined using this method aid in the manual identification of the significant 

instants and have been used as such extensively, in the present study. The 

following discussion highlights our observations on the performance of this 

technique.in identifying the three significant instants of interest in our study. 

It was observed that most of the problems in epoch detection occur in 

the consonantal part of the utterance. The pitch epochs in the vowel region are 

usually identified except in rare cases as seen in Fig. 4.2 for [kh^] [tshA] and 

[t
hA]. Epochs at vowel onset are missed occasionally. Random epochs are 

identified in the middle of the aspiration and frication regions occasionally. Noise 

in silence regions is identified frequently as epochs. The start of the utterance is 

not identified as an epoch in the case of voiced stop and fricative consonants at 

times. Some of these observations can be seen in the plots of Fig. 4.2. These 

observations show that post processing is called for before we can use the epochs 

as corresponding to significant instants. 

4.4 DETERMINATION OF INSTANTS BASED ON PARAMETRIC CHANGE 

We have seen from Fig. 4.1 that gross parameters derived using block 

data processing do not yield the significant instants with good resolution. But, 

they suffice for our requirement of identifying regions for detailed analysis. Since 

gross parameters are usually some form of averaged values, they mask details 

and bring out general features. Hence, they generally show sirrlilar trends for any 

CV context. Methods based on the use of gross parameters for end point 

detection, voiced/unvoiced/ silence detection and segmentation have been used 

both in isolated word and continuous speech recognition [Rabiner 19751 [Atal 

19761. These methods generally use somewhat arbitrary thresholds on the 

parameters and suitable logic modules for validation. An alternative proposed here 

is to make use of a multilayer perceptron artificial neural network to perform the 



identification of significant instants in CV utterances. To realize detection of instants 

using this approach, the ANN is trained using parameters from either side of the 

significant instants. The training procedure requires manually identified instants in 

the training data. Though this calls for identifying instants of change during training, 

once the network learns the c~ntext of change, it is possible to feed the parameters . 

from any region during actual usage. 'The network would respond with an active 

output only on the occurrence of significant change in the parameters representing 

the significant instant. A network with two hidden layers is used as it is sufficient 

to learn arbitrary decision surfaces. 

4.5 DISCUSSION OF RESLILTS 

The gross parameters listed in Table 4-1 were used as inputs to the 

network. The first five parameters are derived separately from frames on either 

side of the significant instant. 'The sixth parameter is the distance measure across 

the significant instants. In all, eleven parameters were used as input for the 

network. The outputs of the network correspond to the significant instants. One 

output is identified with each significant instant. Therefore there are three ouputs 

in the network. Two hidden layers are used with fifteen and ten nodes in the first 

and second hidden layer tespectively. The network was trained using parameters 

from either side of the manually identified instants of the CV utterance. Since some 

of the instants occur together as discussed in Chapter 3, the neural network 

training was carried out taking this also into account. The first study was conducted 

by testing the trained network with parameters from manually identified boundaries 

of the signal. Since more than one output in the network can be active, it is not 

possible to use ,the output with maximum activation level as the indication for the 

identified instant. Each of the network outputs is compared against a threshold. 

O~~tputs with activation levels higher than the threshold were taken as indication 

that the corresponding instants were identified. Different threshold values were 

tried ranging from 0.3 to 0.7. The performance of the network with threshold values 



set to 0.3, 0.5 and 0.7 are shown in Table-4.2. The table shows the performance 

of the network in terms of the correctly identified and wrongly identified instants 

as percentages. The percentage of missed identifications are not included as they 

can be read as the complement of correctly identified percentages. It is seen that 

with lowered detection threshold the recognition performance does increase, but 

consequently the wrong identification percentage also increases. Conversely, with 

the detection threshold set high, the percentage of correct identification decreases 

with an attendant decrease in the wrong identification. 

Table-4.2 : Verification of performance of identification of significant instants 

in percentage values 

DETECTION 
THRESHOLD 

CORRECT WRONG 
IDENTIFICATION IDENTIFICATION 

Start of utterance 

Articulatory release instant 

Vowel onset instant 

A threshold value of 0.5 seems to be a reasonable compromise between 

the correct and wrong identifications. It is seen from the table that the correct 

identification of start of utterance is poorer. It was noticed that many of the missed 

instants occurred for the case of voiced stops and fricatives. This is attributed to 

the low amplitude of the signal (and consequently SNR) which causes poor 

0.3 

0.5 

0.7 

0.3 

0.5 

- - 

OVERALL 

0.3 

0.5 

0.7 

91.7 

87.4 

76.2 

98.0 

94.8 

0.5 

17.3 

12.6 

7.5 

22.2 

17.2 

94.5 

91.6 

82.2 

12.8 

8.1 

4.4 

91.26 12.8 



parametric representation across the instant. Maximal errors in wrong identification 

occurs for the vowel onset instant. The cause for this is attributed to the varying 

nature of the vowel onset instant for the different consonant manners. The overall 

performance shows fairly good performance for the important significant instant 

namely, the articulatory release instant. This instant needs to be determined reliably 

since the analysis for the place of articulation is dependent on this. It should be 

noted that the results are reported for tests carried out with data from manually 

identified instants for verifying the performance of the trained neural network for 

this purpose. Ideally, after training, the network should be usable by hypothesizing 

every instant in the signal as a significant instant and verifying the hypothesis by 

observing the outputs of the network. 

With these significant instants as reference points to identify regicns in a 

CV utterance, it is possible to carry out pertinent detailed analysis relevant to the 

regions. Spectral characteristics of the signal in the region after vowel onset can 

be used to deterrr~ine the vowel type of the CV utterance. Vowel type determination 

using this approach is discussed in Chapter 5. Gross characteristics of the signal 

in the region before vowel onset can be used as cues .for classification of the 

consonant in terms of the manner of articulation. This forms the topic of discussion 

in Chapter 6. Changes in spectral characteristics in the region immediately 

following artic~~latory release instant, provide the cues to determine the place of 

articulation. Use of this key feature is discussed in Chapter 7. Combining the - 

results of all the three stages, it is possible to recognize CV utterances. 



STUDIES ON RECOGNITION OF VOWELS 

IN CV UTTERANCES 

The objective of the studies reported in this chapter is to explore methods 

for determining r h z e  the vowel class from speech data in the vowel region 

of a CV utterance. The steady region in a CV utterance after the vowel onset can 

be considered as the vowel part. Irrespective of the consonant context, utterances 

with the same vowel ending show similar characteristics in the vowel part, but 

for the initial transitions. Therefore, the region in the vowel part after a short (30 

msec) interval from the vowel onset (to avoid the transition region) is used for 

analysis to determine the class of ,the vowel. As indicated in Chapter 3, there are 

different types of vowels in Hindi of which two are diphthongs and three others 

are distinguished mainly by their length. From articulatory description of the 

vowels of Hindi, as given in Table-3.1 (Chapter 3), as well as from vowel quality 

considerations, it is seen that the Hindi vowels,in general, can be categorized into 

five classes. Therefore in our studies, only the CV utterances ending with vowels 

belonging to the five classes - [I], [el, [ * 1, [o] and [U] - have been considered. 

In the context of nasal utterances, the vowels and diphthongs exhibit nasalization. 

Since nasalized vowels form a different group, they have not been included in our 

studies. The next two sections describe the issues involved in vowel discrimination 

and the parameters chosen for vowel discrimination. Section 3 describes as to 

how a neural network classifier can be used for vowel discrimination and also 

provides details of data used for training and testing. The last section discusses 

in detail the results of the studies conducted on the recognition of vowels in CV 

utterances. 



5.1 ISSUES IN VOWEL DISCRIMINATION 

Vowels are discriminated by their quality, from the human perception point 

of view, and more specifically by the shape of the vocal tract during its production. 

. From a phonetician's point of view [Fant 19701, [Ladefoged 19751, [Fry 19791, 

[Catford 19881, it is customary to give a gross description of the vocal tract 

configuration (shape), in terms of the position of the tongue hump, the extent of 

closure due to the tongue hump and the shape formed by lips. This description 

usually suffices to unambiguously classify the different vowels. This description 

has fuzzy demarcations which reflect the natural variations that occur in different 

instances of the same sound. A point of interest in this form of description of the 

vocal tract configurations of different vowels is that it implies three independent 

dimensions of differences. The vocal tract configurations for the vowels of Hindi 

- are as given below: 

Position of tongue hump : front, central and back; 

Closure due to tongue hump : low, mid and high; 

(described as height) 

Shape of lips : rounded and unrounded. : 

Though independent gradations in these dimensions imply a large possible 

set of vowels, the actual vowel categories in a language are limited. Though vocal 

tract shape is the defining feature for vowel discrimination, what is realized in the 

speech signal is acoustic filtering due to the shape, of the vocal tract. As discussed 

in Chapter 3, the vowels are normally described in terms of the spectral 

characteristics that manifest in the speech signal because of this filtering. 

5.1 .I Manifestation of speaker characteristics 

c An important aspect that needs ,to be considered when attempting 

discrimination between the vowels is that of handling speaker independence. The 

vowel quality is both due to the vocal tract shape and the physical dimensions of 

the tract. The physical dimensions of the tract vary from speaker to speaker. Thus, 



the vowel quality has imbibed in it the speaker's characteristics as well. Different 

vowels may be viewed as arising out of changes in the shape of a neutral vocal 

tract. This viewpoint suggests that by considering the range of variations in 

discerned tract dimensions for the different vowels, one can achieve vowel 

discrimination in a speaker independent manner. 

5.1.2 Cues for vowel discrimination 

A standard approach to vocal tract shape determination is by modeling 

the speech production process as a source exciting a filter. The filter's response 

is equated to the acoustic resonances of the vocal tract. The formants are the 

gross spectral peaks that occur due to the resonances. The resonances thus 

obtained can be considered as a representation of the vocal tract shape, since 

the shape and dimensions dictate the resonances. Several acoustic phonetic 

studies [Fant 19701 [Catford 19881 have indicated that the values of the first two 

formants F1 and F2 provide reasonable discrimination among vowels. Fig. 5.1 

shows the positions of the Hindi vowels in the F1-F2 plane for -a male speaker. 

The figure also shows the averaged positions for the same vowels. But there is 

appreciable variation when considering across speakers which results in 

discrimination errors. An improvement in discrimination may be achieved by 

considering the difference of F2 and F1 as another parameter [Ladefoged 19751. 

Errors in vowel discrimination, when considering several speakers, based on F1 

and F2 have led some researchers to question the basis for the use of F1 and 

F2 alone [Klein 19701. Some studies by [Fant 19701, [Carlson 19791, [Kuhn 19751 

have indicated that an important perceptual cue to the vowel quality is the front 

cavity resonance of the vocal tract and this corresponds to the pseudo second 

formant. This has led to the consideration of pseudo second formant rather than 

F2 for vowel discrimination. 





5.2 CHOICE OF PARAMETERS FOR VOWEL CLASSFlCATlON 

Several techniques have been proposed for the d e t m i r s t m  of formants 

using block data analysis [Rabiner 1978bl. These approaches use metbds to 

determine peaks in the smoothed spectral envelope of the signal. Linear prediction 

based spectral smoothing and cepstral smoothing methods have been used. Time 

domain methods using zero crossings count of bandpass filtered signals have 

also been proposed [Niederjohn 19851. The formants are picked from the spectral 

peaks and validated based on a decision logic which uses constraints in the range 

of expected formant values as well the differences with respect to the formant 

values in neighboring frames of the signal. 

Pitch synchronous analysis has been used to obtain better estimate of 

formants by using the signal during glottal closure [Parthasarathy 19871. But this 

requires determining pitch epochs (glottal closure instants) prior to analysis. Good 

results have been obtained using non-model based approaches applying group 

delay domain processing methods [Murthy 1991 a]. Time-varying analysis methods 

have been proposed to improve performance as against short-time invariant 

assumptions [Nathan 19911. Perceptual linear prediction has been proposed where 

the spectral features are related to the pseudo second formant [Hermansky 19861. 

5.2.1 Gross spectral features for vowel discrimination 

In the context of discrimination among a limited number of vowels as in 

the present case, it is simpler and more appropriate to use the gross spectral 

structure rather than the formant values. The variability in the values of the formants 

is conveniently masked in the gross spectral structure. An added benefit is the 

absence of errors due to wrong estimation of formant values. Linear prediction 

analysis with about 10 to 14 coefficients, for the vowel region of speech signal 

sampled at 10 kHz provides a good all-pole fit. Cepstral coefficients derived from 

the linear prediction coefficients are even better as they represent a better spectral 



fit. Weighted cepstral coefficients are used to compensate for the progressive 

decay in the values of the higher numbered coefficients [Yegnanarayana 19791. 

A more direct cue to vowel discrimination is the vocal tract shape as discussed 

earlier. Hence area coefficients describing the vocal tract shape are studied in 

detail. 

Acoustic-phonetic descriptions use the vocal tract shape to describe the 

vowel quality in the speech signal. This implies that the shape feature for different 

vowels is speaker independent. Several researchers [Wakita 19731, [Atal 1971 ] 

have studied the use of linear prediction analysis to directly estimate the discrete 

area function representation of the acoustic-tube model from the speech signal. 

The discrete area function representation commonly termed as the area function, 

gives the areas of the different sections (area coefficients) of the acoustic-tube 

model. [Wakita 19751 has shown that good correspondence between the 

estimated area coefficients and the gross vocal tract shape for different vowels is 

obtainable, if the speech signal is properly pre-emphasized and proper boundary 

conditions of the acoustic tube model are chosen. In this formulation, the acoustic 

tube is modeled as concatenation of discrete sections of tubes of equal length 

but differing areas. If fs is the sampling rate of the signal, then the sampling period 

T is related to the section length I by the following equation. 

where c is the velocity of sound in the acoustic tube. Multiplying both numerator 

and denoniinator by the number of sections, M, yields 

Now, MI corresponds to the overall length of the acoustic tube, L. 

Replacing MI by L and 1TT by fs in the above equation and rearrarrging the terms 

results in the following equation for the number of sections M : 



Studies by [Fant 19701 indicate that the average length of the human vocal 

tract is about 17.5 cms. Taking the value of c to be 34 crnlsec. (again from the 

same source), the number of discrete sections for the acoustic tube model at 10 

kHz sampling rate is ten. Thus, ten sections are deemed sufficient for 10 kHz 

sampling rate. In this formulation, the number of sections is directly related to the 

order of linear prediction. It should be noted that to obtain an increased resolution 

of the area coefficients, in terms of the number of sections, the sampling rate 

should be increased correspondingly. 

The adjacent section area ratios are inversely related to the acoustic 

impedance ratios of the two sections which are in turn related to the reflection 

coefficients of the acoustic tube model. The relationship between the area ratio 

and acoustic reflection coefficient is given below. 

where Am is the area of m th section (m= 1 corresponds to the lips end and 

m = M corresponds to the glottis end of the acoustic tube), and p m  is the acoustic 

reflection coefficient at the boundary of m and m+ 1 sections. 

As per the formulation, the PmS directly correspond to the reflection 

coefficients kms obtained through linear prediction analysis. Consequently the area 

ratios are related to the reflection coefficients kms obtained from linear prediction 

analysis by the equation 

Am - - (1 - km) 
Am + 1 (1 + km) 

with the range of k m ~  being -1.0 to + 1 .O. - 

Thus it is possible to obtain the area ratios of adjacent sections of the 

acoustic tube from reflection coefficients obtained by linear prediction analysis. 



The actual area is not important and relevant but, by making suitable assumptions 

about the area at the boundary of the acoustic tube, it is possible to build up the 

area coefficients from the area ratios of the adjacent tube sections using the 

reflection coefficients. Physical constraints imply that the area coef'ficients should 

be nonzero and positive. It is seen from equation (5.5) that nonzero, positive areas 

can be realized, provided the magnitudes of the reflection coefficients are less 

than unity. Linear prediction analysis using the autocorrelation method yields 

reflection coefficients which satisfy this condition [Markel 19741. One problem that 

arises when using these equations is that for values of km with magnitude close 

to unity, the area ratio indicates a very large change in area. The dynamic range 

of the resultant area coefficients becomes very large. The vocal tract does not 

exhibit very large area changes. 'The errors in the acoustic tube model arise mainly 

due to inherent errors in the assumptions. The main problem of this large dynamic 

range of the area coefficients is the resultant variability in the area coefficients 

(areas of different sections of the acoustic tube model) even for similar vowels. 

Several approaches have been used to reduce the dynamic range of the area 

ratio [Viswanathan 19751 [Markel 19741 in speech coding applications. 

Since magnitudes of kms are close to 1 for roots close to the unit circle 

in the ztransform plane, the magnitudes of km can be reduced by pushing all the 

roots (poles) inwards in the unit circle which causes increased damping. This 

manipulation can be realized by multiplying the linear prediction coefficients ai by 

a factor ri where r is a positive quantity less than 1. A first approximation to this 

can also be realized by adding a small constant to the autocorrelation coefficient 

R(0) prior to determining the linear prediction coefficients. The latter approach has 

the effect of damping the poles closer to the unit circle more than those close to 

the origin. It was found that both the approaches result in distinct reduction in 

the dynamic range of the area coefficients. But, the reduction in variability is not 

uniform. For the area coefficients close to the lips end, the reduction in variability 

is less whereas, close to the glottis end, the variability is considerably reduced. 



An effective method for reducing the dynamic range of the area ratios is 

by considering a u a r i i  of the expression for the area ratio. Instead of defining 

ttie area ratio as (1 Am)/(! + km) one can compute (2-km)/(2 + km) [Markel ? 9741. 

The effect of this change is that the range of area ratios Is (0.3 < ratio < 3) 

rather than (0 < ratio 00 ). Since this operation is merely one of range 

compression, the shape feature is not significantly altered. Area coefficients derived 

using this expression have been used in our study to see the effectiveness of the 

area coefficients to overcome speaker dependence. It is necessary to carry out 

pre emphasis of the speech signal prior to linear prediction analysis, to correct 

for the combined effect of lip radiation and glottal source characteristics. An 

adaptive pre-emphasis as suggested by [Viswanathan 19751 has been used. 

Pre-emphasis is carried out by using a first order inversefilter with the transfer 

function (1 - az-') where 'a' is given by R(I)/R(O). R(0) and R(1) are the 

autocorrelation coefficients with zero and one sample lag respectively. 

5.2.2 Para

m

eters for vowel discrimination used in this study 

In our studies, modified form of area coefficients as well as weighted 

cepstral coefficients derived &om linear prediction analysis have been used to 

parametrize the spectral characteristics of the vowel region. The objective was to 

use area coefficients for classification as they are closer to the articulatory features. 

The weighted cepstral coefficients were used for comparison. The analysis region 

is a short segment of the speech signal in the vowel "region. Typically this region 

has large amplitude signal and consequently a high signal to noise ratio. 'Therefore 

it is possible to extract spectral parameters reliably. In our study, one frame of 

speech signal from about 30 ms after the vowel onset instant is used. The frame 

size for analysis was chosen to be 10 ms. To have better representation of the 

spectral characteristics of the signal in the vowel region, a near pitch synchronous 

analysis was realized using the short time energy trend in this region of the speech 

signal. The frame is chosen such that short time energy has a peak in the center 

of the frame. The signal is windowed using a Hamming window. A signal 



dependent preemphasis is performed as indicated in the preceding subsection. 

The cepstral coefficients are obtained from the LP coefficients recursively. The 

area coefficients are obtained using the reflection coefficients with the glottal end 

of the tube as reference. 

The plots of the linear prediction spectrum and the area coefficients are 

shown in the first and second columns of Fig. 5.2. These are determined for the 

five vowels of Hindi, spoken by a male speaker for a large number of repetitions. 

The figure illustrates the nature of variabil'hy in these parameters for several 

repetitions of these utterances by the same speaker. Fig. 5.3 illustrates the 

characteristics for the case of a female speaker. 

5.3 VOWEL CLASSIFICATION USING A NEURAL NETWORK CLASSIFIER 

It is seen from the illustrations in the previous section that there is 

significant variability in the spectral features of the speech signal in the vowel 

region even for the same speaker. Therefore, for the recognition of the vowel 

category, we require a classifier which can capture these features despite their 

variability and discriminates the vowel classes well. We have used a neural network 

classifier for this purpose. A neural network can learn the complex decision 

s~~rfaces for classification. A network with two hidden layers can realize any 

arbitrary decision surface [Lippman 19871 [Hush 19931. In our studies on vowel ,. 

classification, a feed forward neural network with two hidden layers has been used. 

The network is trained using back propagation algorithm. The network parameters 

were determined by trial and error. No attempt has been made to optimize the 

network. The number of inputs is determined by the dimensions of the parametric 

representation. The number of outputs is determined by the number of classes. 

As indicated in the preceding sections, we have used two different representations 

of the vowel region in our studies. 'The input dimension for both these cases is 

the same. Since a 10th order LP analysis has been used, the number of cepstral 











coefficients and area coefficients are ten each. Therefore, the number of inputs 

to the network is ten in each case. Since the number of vowel classes in our 

study is five, the number of output nodes is also chosen ta be five with one output 

corresponding to each vowel class. The free variable in the network structure is 

the number of nodes in the hidden layers. The first hidden layer is chosen to have 

30 nodes and the second hidden layer is chosen to have 20 nodes. These choices 

were guided by the heuristics and some preliminary studies. The network was 

initialized using random interconnection weights. The training procedure is the 

standard back propagation algorithm with the learning rate and momentum factors 

set suitably. 

5.3.1 Data preparation for the classifier 

In neural network classifiers, it is preferable to normalize the input data 

so that the input values are neither close to zero nor too large. Cepstral coefficients 

other than Co are inherently normalized. Hence these values can be used directly 

as inputs to the neural network. Area coefficients on the other hand, even after 

compression, exhibit large values in many cases (as shown in Fig. 5.2 - 5.3). !t 

is necessary to reduce the range of variation so that it falls within unity. This can 

be performed in several ways. One approach is to normalize the maximum area 

in each area coefficients to unity and scale the others correspondingly. This has 

the effect of deemphasizing the variations in small areas and seems to give 

importance to the large areas (see column 4 of Fig. 5.2). A-second approach to 

normalization is to scale the area coefficients by a fixed factor. The choice of this 

second method is driven mainly by the consideration that the area coefficients is 

built up with the glottis end as the reference. Generally for any speaker, vocal 

tract area does not change sigrlificar~tly at the glottis end in the context of different 

vowels. Therefore, any normalization should preferably retain this reference. This 

approach is equivalent to using the area coefficients directly. A third approach to 

normalization is possible. In this approach, the effective range of variation of the 

area values are scaled such that any area coefficients has the same minimum 



and maximum values. The choice of the third approach is inspired by the notion 

that in the area coefficients, the more important feature is its gross shape. The 

gross shape is determined by the position of maxima and minima in the area 

coefficients. Therefore normalizing the area coefficients with, its maximum and 

minimum values as reference would result in comparable area coefficients shape. 

The latter two forms of normalization have been used throughout in our studies. 

Columns 3 and 5 of Fig. 5.2 illustrate the effect of these methods of normalization 

when compared to using actual area coefficientss. The plots are based on many 

utterances of the vowels for a single speaker situation. 

5.3.2 Recognition studies 

Different networks were used for the three different parametric 

representations but all of them used the same structure. As the context is that of 
- isolated utterances, it was assumed that all vowels occur with the same probability. 

The network was trained with the same number of patterns for each class. The 

training data set used in the study for one speaker consists of 140 patterns. The 

CV utterances considered for a vowel include all consonant contexts. Twenty eight 

of these patterns from each class were used for training and the remaining patterns 

were used to test the network classification performance. During the training 

procedure, the target output for each input pattern is known apriori. This was 

used in the back propagation algorithm to adjust the interconnection weights. 

Typically the learning process is iterated many times with the trained patterns. In 

our studies, it was found that beyond about 600 iterations of the learning 

procedure, the error term decreased at a very slow rate. Nevertheless, 1000 

iterations were carried out. 

5.4 DISCUSSION OF RESULTS 

The testing of the network was carried out by recording the activation 

level of each output node for the different input patterns of the test data set. As 



a first level discrimination, the output with the highest activation level was taken 

as representing the recognized class. Table-5.1 shows the confusion matrices for 

the three parametric representations using this approach. 

The confusion matrix is organized such that the adjacent vowels in the 

table are closer in terms of quality and shape, and correspondingly closer in 

terms of the features as well. The table illustrates that confusion in discrimination 
- occurs mostly with the neighboring vowel. It is seen from Table-5.1 that the 

weighted cepstral coefficients show very high recognition score. The area 

coefficients shows a degraded performance mainly because of the variability in 

the area coefficients. The degradation in performance of the range normalized 

area coefficients is because of the poor score for vowel [U]. These results are 

for the case of data obtained from a single speaker. 

To see if similar performance results can be obtained for any speaker 

data, the study was conducted with another male speaker's voice and a female 

speaker's voice. Tables-5.2 and 5.3 show the confusion matrices for identical 

network structures which are trained and tested for another male speaker and 

female speaker's data using the same three parametric representations. 

Comparing these results with that in Table-5.1, it is seen that the performance 

results are nearly the same for the cepstral coefficients and the compressed area 

coefficients. The range normalized area coefficients shows better score compared 

to the compressed area coefficients for these cases. 

The next study is to check whether the network trained for one speaker's 

data performs discrimination for another speaker's data as well. Table-5.4 lists 

the performance realized when testing the patterns of one speaker using the 

network trained with the patterns of another speaker. The results show degraded 

performance for all the three parametric representations. Another study was carried 

out to see if the network can learn the features better if both speakers' data are 



Table-5.1 : Performance of vowel discrimination - Speaker A 
(Confusion matrix in percentage values ) 

Male Voice 

a) Cepstral coefficients (CEP) 

b) Area function - compressed (AFC) 

TEST 

111 
[el 

t A l  
[o] 

[ul 

c) Area function - compressed and range normalized (AFCR) 

REFERENCE 

[I] [el [^I 101 [ul 

TEST 

[I] 

[el 

[ A  1 
[o] 

[u] 

84.28 

0.00 

0.00 

0.00 

0.00 

OVERALL 94.28 

REFERENCE 

[I] [el [ A  1 [o] . [ul 

TEST 

[I] 

[el 

[ A  1 
101 
[ul 

12.86 

100.00 

0.00 

3.57 

0.71 

OVERALL 85.57 

84.28 

0.70 

0.00 

0.00 

2.15 

REFERENCE 

[I] [el [ A 1 [o] [ul 

0.00 

0.00 

100.00 

2.14 

0.00 

0.00 

0.00 

70.72 

4.29 

0.00 

15.72 

99.30 

0.70 

0.70 

1.42 

OVERALL 79.43 

88.57 

0.70 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

92.86 

5.00 

0.00 

0.00 

14.29 

87.14 

10.00 

0.00 

0.00 

15.72 

82.14 

48.57 

2.86 

0.00 

0.00 

1.43 

94.29 

0.00 

0.00 

14.29 

7.87 

86.43 

0.00 

0.00 ' 

2.85 

12.14 

45.71 

11.43 

09.30 

0.00 

2.15 

3.57 

0.00 

0.00 

81.43 

3.57 

2.15 



Table-5.2 : Performance of vowel discrimination - Speaker B 
(Confusion matrix in percentage values) 

Male Voice 

a) Cepstral coefficients (CEP) 

b) Area function - compressed (AFC) 

TEST 

[I]  

[el 

1 A 1 

101 

[u] 

c) Area function - compressed and range normalized (AFCR) 

REFERENCE 

[I] [el ["I [o] [u] 

TEST 

[I] 

[el 

["I 

[o] 

[UI 

98.14 

4.63 

0.00 

0.00 

0.00 

OVERALL 95.93 

REFERENCE 

[I] [el ["I lo] [ u 1 

TEST 

[I] 

[el 

["I 

[o] 

[u] 

0.93 

95.37 

2.78 

0.00 

0.00 

87.% 

5.55 . 

0.00 

0.00 

0.00 

OVERALL 86.85 

REFERENCE 

[I] [el ["I [o] [ul 

0.93 

0.00 

97.22 

2.78 

0.00 

9.26 

91.67 

6.48 

1.85- 

0.00 

98.14 

1.85 

0.9'3 

0.93 

0.00 

OVERALL 91.85 

0.00 

0.00 

0.00 

92.37 

6.48 

2.78 

2.78 

83.33 

0.93 

0.00 

0.93 

94.44 

5.55 

0.93 

1.85 

0.00 

0.00 

0.00 

1.85 

93.52 

0.00 

0.00 

8.34 

70.85 

5.55 

0.00 

2.78 

91.67 

6.48 

0.93 

0.00 

0.00 

1.85 

20.37 

94.45 

0.93 

0.93 

1.85 

89.81 

12.04 

0.00 

0.00 

0.00 

1.85 

85.18 



Table-5.3 : Performance of vowel discrimination - Speaker C 
(Confusion matrix in percentage values) 

Femte Voice 

a) Cepstral coefficiects (CEP) 

b) Area function - compressed (AFC) 

TEST 

[I] 

[el 

[ ^ I  

to] 

[u] 

c) Area function - compressed and range normalized (AFCR) 

REFERENCE 

[I] [el 1-1 [GI [u] 

TEST 

[I] 

[el 

[ ^ I  

101 

[ul 

I REFERENCE 

98.33 

2.00 

0.00 

0.00 

2.15 

OVERALL 

11 [I] [el [ ̂ I  [ol [UI 1 

92.40 

REFERENCE 

[ I ]  [el [ ^ I  101 [ul 

1.67 

98.00 

0.00 

0.00 

0.70 

OVERALL 

I 
1 OVERALL 1 89.60 1 

87.98 

98.00 

4.00 

0.00 

0.00 

0.00 

[ I ]  

[el 

0.00 

0.00 

97.92 

0.00 

0.00 

2.00 

%.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

8.00 

81.67 

0.00 

0.00 

100.00 

8.00 

1.67 

0.00 

0.00 

0.00 

84.00 

16.66 

0.00 

0.00 

2.08 

70.00 

22.00 

0.00 

0.00 

98.00 

8.00 

0.00 

0.00 

0.00 

30.00 

78.00 

2.00 ------ 
92.00 

0.00 

0.00 

0.00 

0.00 



Table-5.4 : Performance of speaker independent vowel discrimination 
(Confusion matrix in percentage values) 

a) Cepstral coefficients (CEP) 

-- 

REFERENCE 

1 OVERALL 1 87.43 1 
b) Area function - compressed (AFC) 

c) Area function - compressed and range normalized (AFCR) 

TEST 

(11 
[el 

[ " I  
[o] 

[ul 

, 

REFERENCE 

[I] [el [ " 1 . 101 [ul 

OVERALL 

1 

TEST 

[I1 

[el 

["I 

(01 

[ul 

92.86 

49.29 

0.00 

0.00 

0.00 

62.86 

REFERENCE 

[I] [el [ " I  [o] [ul 

5.72 

47.85 

0.71 

0.00 

2.14 

OVERALL 

0.00 

0.00 

0.00 1 
8.57 

75.72 

73.29 

0.71 

1.43 

45.71 

54.29 

0.71 

100.00 

67.86 

0.00 

0.00 

0.71 

0.00 

1.43 

97.14 

27.14 

5.00 

0.00 

30.71 

1.43 

1.43 

3.57 

0.00 

1.43 

50.72 

43.57 

12.86 

0.00 

0.00 

1.43 

62.86 

15.00 

0.71 

0.00 

2.86 

2.14 

84.29 



s study are shown in Table-5.5. The mutts were seen to be on par with the 

speaker dependent results indicating that the network can learn the features of 

both the speakers. It is seen that the range normalized area coefficients results 

in consistently poor performance for vowel [ld] when compared to the compressed 

area coefficients. 

Table-5.6 summarizes the performance results highlighting the comparison 

across different parametric representations. The cepstral representation does 

score well relative to the other representation. It is observed that the errors occur 

consistently with the neighbors for the area coefficients representation when testing 

across speakers. Table-5.7 summarizes the performance results highlighting the 

comparisons for different vowels. The results are more or less consistent for the 

different vowels except for the case when comparing across parameters. 

The activation levels of the network outputs provide additional information. 

The extent of activation gives an indication of the confidence with which the 

classification occurs. The second best activation in the output suggests a possible 

candldate In case of errors. The recognltlon performance considering the seccrrd 

best activation in outputs is shown in Table-5.8. It is seen that there is significant 

improvement in the performance when the second best candidate is also included. 

To summarize, the vowel classification performance in the vowel region of 

the CV utterance shows performance greater than 92% using the cepstral 

parameters. Between the compressed area coefficients and the range normalized 

area coefficients, the latter's performance is distinctly better except for one 

speaker's - data. Even for this case, the degradation is mainly d l ~ e  to the poor 

score for the vowel [U]. The performance of area coefficients parameters improves 

to greater than 94% when the second best candidate is also considered. 



Table-5.5 : Performance of m~~ltispeaker vowel discrimination 
(Confusion matrix in percentage values) 

a) Cepstral coefficients (CEP) 

REFERENCE 

1 OVERALL 1 94.68 1 

TEST 

[I] 

[el 

b) Area function - compressed (AFC) 

[I] [el ["I 101 [ul 
I 

c) Area function - compressed and range normalized (AFCR) 

90.73 

1.21 

TEST 

I:Il 

[el 

["I 

[o] 

[ul 

7.66 

98.39 

REFERENCE 

111 [el ["I [o] [u] 

%.78- 

16.53 

0.00 

0.00 

0.00 

OVERALL 

1 

TEST 

[I] 

[el 

[ " I  
[o] . 

[u] 

0.40 

0.40 

85.24 

2.82 

81.05 

-2.82 

0.81 

0.00 

REFERENCE 

[I] [el [ " I  101 [ul 

0.00 

0.00 

OVERALL 

1.21 

0.00 1 

87.77 

91.13 

8.06 

0.00 

0.40 

0.00 

0.00 

1.61 

2.82 

19.35 

93.55 

0.40 

0.81 

81.05 

6.05 

0.40 

0.00 

0.00 

5.24 

77.82 

8.47 

0.00 

0.00 

13.31 

73.79 

6.05 

0.81 

1.21 

1.61 

12.90 

89.11 

7.66 

90.73 

3.23 

2.42 

1.61 

0.40 

0.00 

89.92 

6.45 

0.81 



Table-5.6 : Summary of correct classification performance for different 
parametric representations 

Speaker Dependent 

Speaker A 

Speaker B 

Speaker C 

Speaker Independent 

Multispeaker 

CEP 

94.28 

95.93 

92.40 

87.43 

94.68 

AFC 

85.57 

86.85 

87.98 

62.86 

85.32 

AFCR 

79.43 

91.85 

89.60 

73.29 

87.82 



Table-5.7 : Summary of correct classification performance for different vowels 

a) Cepstral coefficients (CEP) 

b) Area function - compressed (AFC) 

Speaker Dependent 

* Speaker A 

Speaker B 

* Speaker C 

Speaker Independent 

Multispeaker 

c) Area function - compressed and range normalized (AFCR) 

[I1 [el [ ^ I  [ol [ul  

Speaker Dependent 

* Speaker A 

* Speaker B 

Speaker C 

Speaker Independent 

Multispeaker 

Speaker Dependent 

84.28 

98.14 
P 

[I1 [el - 1 - 1  [ol [UI 

100.00 

95.37 

84.28 _ 

87.96 

98.00 

92.86 

96.77 

Speaker A 

I Multispeaker 9 1 . 5 3  90.73 189.92 1 77.82 ) 89.11 1 

98.33 100.00 

Speaker B 

Speaker C 

100.00 

97.22 
- 

96.43 ----- 
90.73 

88.57 

99.30 

91.67 

96.00 

47.85 

81.05 

98.14 

98.00 

92.86 

92.37 

70.00 

98.39 

70.72 

83.33 

97.92 

45.71 

81.05 

87.14 

70.85 

70.00 

43.57 

73.79 

1 1 I I 
99.30 

94.29 

93.52 

98.57 

98.79 

86.43 

94.45 

78.00 

84.29 

93.95 

94.44 

92.00 

81.43 

91.67 

100.00 

82.1 4 45.31 

89.81 

80.00 

85.18 

78.00 



Table-5.8 : Vowel classification considering the best two candidate classes 
Speaker A 

a) Cepstral coefficients (CEP) 

b) Area function- compressed (AFC) 

Best candidate 

Best two candidates 

c) Area function- compressed and range normalized(AFCR) 

Ill 

84.28 

94.29 

Best candidate 

Best two candidates 

[el 

100.00 

100.00 

[I1 

84.28 

97.86 

[ " I  

100.00 

100.00 

[el 

99.30 

100.00 

[el 

99.30 

100.00 

Best candidate 

Best two candidates 

[ " I  

81.43 

92.86 

Ill 

88.57 

96.43 

[ol 

92.86 

96.43 

101 
82.14 

90.00 

['Jl 

45.71 

92.14 

[ " I  
70.72 

92.86 

Overall 

79.43 

94.28 

[Ul 

94.29 

100.00 

[ol 

87.14 

95.00 

['Jl 

86.43 

97.14 

Overall 

94.29 

98.14 

Overall 

85.57 

96.57 



The mam reason for focussing on area coefficients as parameters for the 

vowel discrimination is to have parameters close to articulatory description. This 

would tlelp in the devslopment of a speaker independent recognition, as the 

articulatory feature description is independent of speaker. But it turns out that 

extracting these and articulatory features from speech data is extremely difficult. 

The area coefficients derived from linear prediction analysis have some limitations 

due to large variability and dynamic range. Moreover, these coefficients are 

critically dependent on the accuracy of the linear prediction analysis. However, it 

is interesting to see that they do bring out the discriminality and also the confusion 

is among vowels having vocal tract shape close to each other. 

Having seen the discrimination performance in the dominant vowel region 

(the region after vowel onset) of the CV utterance, we shall now see methods to 

carry out discrimination of the manner, using features from the region before vowel 

onset instant, in the next chapter. 



STUDIES ON RECOGNITION OF 

CONSONANT MANNERS 

The consonant category of CV utterances of Hindi is predominantly 

determined by the speech signal characteristics in the region before vowel onset. 

The recognition of the broad class of the regions before vowel onset in a CV 

utterance can be viewed from different perspectives. One view point is that of 

determining one among different consonant types (manners), for which a pattern 

recognition approach may be used. The parameters of the relevant part of the 

utterance can be used as a signature for comparison. The problems that need 

to be addressed arise due to variability in speech and associated parameters. 

Another viewpoint is that of determining the occurrence of regions using 

a feature detection approach. A combination of suitably weighted parameters can 

be used to detect regions with specific features in the signal. This approach calls 

for identifying for each type of region, the choice of parameters, weighting function, 

discrimination thresholds, and algorithrrlllogic for corr~bining multiple parameters. 

Region characteristics may also include durational features for some cases. The 

parametric variations due to the variability in speech may call for the use of fuzzy 

discrimination thresholds. Alternatively, the fuzzy thresholds may be imbibed 

indirectly using approaches based on artificial neural networks. 

Intuitively, the latter viewpoint seems to hold promise, because, there exist 

possibilities of using region specific features to dictate the signal processing as 

well as recognition methodology. The characteristics of different regions can be 



obtained from acoustic-phonetic analysis. This basis allows one to derive and 

apply speaker-independent and speaker-invariant features. 

In this chapter, we discuss various aspects of realizing discrimination of 

the different mariners of consonants. We have seen in Chapter 3 that CV 

utterances of Hindi can be broadly classified into groups based on the consonant 

types. We have also seen that each of the consonant groups exhibit regions with 

distinct characteristics and that detection of the occurrence of regions can directly 

lead to recognition of the consonant group to which a particular utterance belongs. 

The speech production mechanism characteristics and the acoustic features in 

the different regions of the CV utterances are also highlighted in Chapter 3. With 

regions and their features as the starting point, the important features for 

discrimination of regions are evolved. This forms the acoustic-phonetic basis for 

discrimination. The important features for discrimination of the different regions 

leads to the discussion on the choice of parameters to detect features and then 

to the signal processing issues. This is followed by the discussion on the studies 

carried out to assess the behavior of parameters. Other more direct features 

pertinent to the discrimination-of regions are also discussed. 'The discussions lead 

to a methodology for the discrimination of the consonant regions in CV utterances. 

'The studies carried out and the performance realized using the proposed method 

are discussed in the concluding part of the chapter. 

6.1 DISTINGUISHING FEATURES OF CONSONANTAL REGIONS 

The acoustic features and consequent waveform characteristics have been 

discussed in Chapter 3 for the three different region types in CV utterances. It is 

observed that features that may be termed as speaker specific characteristics are 

the actual values of some of the parameters. Some examples of speaker specific 

features are the pitch period and its variations, the specific glottal wave shape 

dictated by the speaker's glottal vibrations, and the frequency values of the gross 



spectral peaks and n ~ ~ l l s  arising out of the specific dimensions of the vocal tract 

acoustic tube. Thus, to obtain speaker independent cues fw discrimination, it is 

necessary to avoid the use of features which show significant dependertcs on 

speaker characteristics. Taking this aspect into account, the significant features 

for discrimination of the different region types, can be obtained by considering 

the following: 

perceptual features (phonetic aspects). 

waveform features (time domain), 

acoustic source features (nature of excitation), and 

acoustic system features (gross spectral features) 

With these view points as basis, characteristic features under the above 

indicated broad categories of features which show distinct differences for different 

- regions are indicated in Table-6.1. The percept~~al features (or rather the phonetic 

considerations) are not explicitly indicated. They are implicit in the broad 

classification of the utterances. The other features that have been considered show 

conspicuous presence or absence in different regions. 'They are mostly gross 

features implying averaged characteristics with minimal dependence on speaker 

traits. Waveform periodicity is one such feature as speech generally exhibits 

regions which have either periodic structure or random variations. Another 

significant feature is the relative energy levels in different regions of speech. This 

feature is mostly determined by the nature of the acoustic source, system and 

radiation characteristics. The different region types show distinct differences in this 

feature. The duration of different region types is another significant feature which 

is dependent on the nature of excitation and its sustainability from the point of 

view of production. Significant spectral structure is imposed on speech signals 

with excitation at an inner point in the vocal tract because of transmission 

properties of the acoustic tube. This structure is absent for speech signals with 

excitation close to the mouth. The absence of high frequencies in voicing, their 

presence in vowel-like regions and their predominance in fricative regions suggests 



Table-6.1 : Characteristics of features 

A: Waveform features: 

a. Waveform periodicity (PW) 
1. Periodic 
2. Random 

b. Relative energy (EN) 
1. Low 
2. Significant 
3. High 

c. Duration (D) 
1. Short 
2. Long 
3. Very long 

I B: Acoustic system features : 

a. Spectral structure (SS) 
1. Absent 
2. Weak 
3. Strong 

b. High frequency energy (HF) 

I 1. Low 
2. Significant 
3. High 

c. Gross spectral nulls (SN) 
1. Absent 
2. Present 

C: Acoustic source features : 

a. Periodicity of excitation (PE) 
1. Periodic 
2. Random 
3. Single impulse 

b. Strength of excitation (SE) 
1. Weak 
2. Significant 
3. Strong 

c. Average count of excitation (NE) 
1. One 
2. Low 
3. High 



the presence or absence of high frequencies as an important feature. Frequency 

selective absorption due to coupled acoustic cavities is present in semivowels and 

nasals and this leads to gross spectral nulls in these regions. The difference in 

region types is a direct consequence of the nature of acoustic excitation/source. 

In speech, the acoustic excitation can be broadly identified as being either periodic 

impulses, or random noise-like excitation or single impulse (shock) excitation. The 

effective strength of this excitation is dependent on its nature as well as the 

acoustic system (vocal tract transmission and radiation) characteristics. 

Another feature that is useful but not included in the Table-6.1 is the energy 

variance in the region. Pitch excited regions show very low energy variance, 

whereas, release transient, aspiration and voiced aspiration regions exhibit 

significant energy fluctuations. - 

Table-6.2 lists the characteristics of features in different regions. It is 

observed from this table that, some of the features seem to be redundant as they 

exhibit identical trends for different regions. For example, the features - spectral 

structure (SS), periodicity of excitation '(PE) and count of excitation in region (NE) 

- discriminate the same group of regions. This does not mean that these features 

are identical. What is implied is that these different features are manifestations of 

a common production mechanism characteristics. The redundancy can be viewed 

as providing reinforcement to the discrimination process. This is necessary in the 

context of speech as it is difficult to compartmentalize any feature into the indicated 

categories because of the variability in speech. Table-6.3 combines these features 

and lists the distinguishing features between region pairs. Entries in the table 

indicate that the corresponding feature is different for the pertinent region pair. 

Absence of entries for semivowel - nasal region pair implies that there are no 

gross features that can discriminate between them. In other words, discrimination 

between these region types calls for more detailed features to be considered. All 



Table-6.2 : Feature characterization in different regions 

FRC 

SIL * * 

VNG : Voicing 
RLT : Stop release transient 
ASP : Aspiration 
VAS : Voicedaspiration 

NSL : Nasal 
SMV : Semivowel 
FRC : Fricative 

VWL : Vowel 

Note : Characterization of features are as indicated in Table-6.1. 



Table -6.3 : Distinguishing features of regions 

VNG R LT ASP VAS NSL SMV FRC 

FRC [ * *  * * *  ] [ * * *  : * ]  [ * I  ] [:I ] [::*I * * * [::-I * * *  

. 

I:] [ 
"AS * :  1 [;::I [ *  ] 

[ *  * I  

Note 1 : The above matrices refer to the feature matrix given below 

Note 2 : Presence of asterisk (*) Indicates that the feature specified in that position isa distinguishing 
feature for the region-pair. 



other regions have atleast one or more features which differ between each region 

pair. 

Having identified features for discrimination of regions, it is necessary to 

obtain parameters by signal processing methods which can bring out the relevant 

gross features from the speech signal. 'This is the topic for discussion in the next 

section. 

6.2 CHOICE OF PARAMETERS FOR CONSONANT REGION DISCRIMINATION 

Parameters provide the link between the speech signal and the observed 

features. Features as we have seen are usually qualitative. Features represent 

manually and visually observed characteristics or patterns. They embody 

complicated decisions on the importance of a feature in context. Parameters on 

the other hand provide quantitative measurements of some signal characteristics 

but lack the mechanism for discerning the patterns. 'The aim is thus to obtain 

suitable parameters which reflect the feature traits, or, viewed differently, to 

determine the efficacy of a parameter in highlighting a feature. We shall now 

consider parameters which can bring out each feature. Llnless otherwise indicated, 

the parameters are normally obtained through short-time (10msec) analysis of 

speech data. 

6.2.1 Waveform periodicity (PW) 

In detecting waveform periodicity, we are interested not in the period but 

in the feature that the waveform exhibits pattern similarity. A suitable parameter 

which can detect the occurrence of this sirrlilarity is a correlation parameter such 

as autocorrelation considering different lags. The correlation would maximize when 

the lag equals the period. A simpler version of this correlation can be obtained 

by considering average magnitude difference function (AMDF) [Ross 19741. The 

AMDF exhibits a significant minimum when the lag approaches the period. Since 



the AMDF would exhibit arbitrary minimum for any signal, it is necessary to use 

a suitable threshold, both in magnitude as well as in the range of tags to detect 

that the minimum is that due to expected periodicity. The magnitude threshold 

can be made dependent on the signal level by using the average magnitude of 

the signal [Jayant 19841. Detection of periodicity using this approach is hindered 

by the period to period variations that occur in natural speech signal. Another 

problem is that due to the nature of the region. Typically, the consonantal regions 

are relatively low in energy. Consequently, background noise can play a significant 

role in dictating the performance. In such a situation, rather than AMDF, the lagged 

autocorrelation peak serves as a more robust parameter. Measurement of 

average zero-crossings count of the signal can also yield some measure of the 

periodicity in the signal. The count is low for periodic signals, whereas for random 

noise like signals, the count is high. To avoid problems due to background noise 

corrupting the measurement, in practice, suitable threshold crossings are counted 

rather than zero-crossings. More elaborate period detection and measurement 

algorithms can also be used [Markel 19731. But the computational burden is 

generally high in these methods. 

6.2.2 Relative energy (EN) 

The short-time signal energy can be obtained by straight forward 

computations from the signal. The relative energy across regions can be obtained 

by considering the normalized energy (relative to the maximum in the region of 

interest in the signal). 

6.2.3 Duration of region (D) 

The duration feature is obtained as a direct parameter when considering 

regions with manually identified boundaries during analysis. To obtain this as a 

parameter in a recognition / discrimination context calls for the identification of 

region boundaries with reasonable resolution and correctness. 



6.2.4 Spectral structure (SS) 

The spectral structure as a feature refers to the occurrence of gross 

spectral emphasis due to formants. A parameter that can bring out this feature is 

the spectral flatness measure obtained as a byproduct of linear predictive modeling 

of the speech signal [Gray 19741. The measure gives an indication of how well 

the model spectrum fits the signal spectrum. Regions with significant spectral 

structure are modeled well resulting in low value of spectral flatness, whereas, 

regions which have noise like behavior are not modeled well and exhibit spectral 

flatness measure close to unity. Regions in the signal exhibiting single gross peak 

and large spectral dynamic range also result in being modeled well though in the 

sense of spectral structure as construed by us it does not exhibit any spectral 

structure. It -may be more appropriate in such cases to pre-flatten the signal 

spectrum using suitable first order correction before determining spectral flatness. 

6.2.5 Relative high frequency energy (HE) 

This feature may be realized through several parameters. The first linear 

prediction coefficient is a good approximation. The variability in speech poses a 

problem in defining the threshold frequency separating low and high frequencies. 

Barring this, it is possible to obtain relative high frequency energy as a parameter 

by directly taking the spectral energy of the signal in the low and high frequency 

regions. The term 'relative' in our usage refers to the feature's behavior across 

the utterance. Another parameter which can provide an approximation of this 

feature is the average count of zero crossings in the signal. This parameter has 

the advantage that it is computationally simpler. 

6.2.6 Gross spectral nulls (SN) 

This feature calls for determining the occurrence of regions in the signal 

exhibiting gross dips (zeros) in the spectrum due to spectral absorption. Linear 

predictive modeling is not useful in this context as it normally fits only the spectral 

peaks. But, it is possible to apply it on a suitably inverted spectrum. Another 



approach is to use sophisticated pole-zero decomposition methods 

[Yegnanarayana 19811. 

6.2.7 Summary 

Since several parameters are identified which provide a certain 

approximation of the feature, a suitable set is considered for study. The parameters 

used in the study are listed in Table-6.4. The trend parameters are based on the 

change in the parameters from the initial part to the final part of the region. The 

histograms of some of these parameters in different type of regions for one set 

of utterances are shown in Fig. 6.1. 'The histograms show that, individually, each 

parameter exhibits distinct overlap in parametric value for the different regions. 

Yet, it is possible to realize discrimination by combining evidences from several 

parameters. 

Since it is known that the consonantal region typically consists of weak 

signal, spectral parameters, even if they are important for some cases, cannot be 

relied upon due to sensitivity of the spectral parameters to the inevitable additional 

noise in these regions. Hence use of detailed spectral parameters were 

consciously avoided. 

6.3 CLASSIFICATION OF CONSONANTAL REGIONS OF CV UlTERANCES 

To realize discrimination of the consonant manner, we have taken recourse 

to the use of artificial neural network classifier. The use of neural network approach 

makes it possible to combine the different parameters in a convenient manner. 

The parameters are suitably normalized before being fed as input to the neural 

network. Even if some parameters do not bring out the discrimination well, the 

training procedure will result in assigning a low weightage to the corresponding 

input. The parameters were derived from manually identified regions in the training 

data set. Likewise, even the test data was used with manually identified region 



Table-6.4 : Parameters for region classification 

1. Norrnlized energy 
2 Normalized average magnitude 
3. Average zero-crossings count 
4. Normalized energy of differenced signal 
5. Normalized average magnitude of differenced signal 
6. Average zero-crossings count of differenced signal 
7. Duration 
8. Spectral flatness measure 
9. Lagged autocorrelation peak 

10. Lag of autocorrelation peak 
11. First order LP coefficient using autocorrelation value 

from lagged peak 
12; Trend in parameter 10 
13. Variance of LP residual 
14. First order LP coefficient 
15. Trend in parameter 1 
16. Trend in parameter 2 
17. Trend in parameter 3 
18. Trend in parameter 4 
19. Spectral distance between initial and final parts of the region 

I (Itakura measure) 





boundaries. As discussed, the region identified for analysis is that prior to vowel 

onset in the CV utterance (the region between start of utterance and vowel onset). 

Since this region spans widely varying duration for the different manners, the 

average and trend of parametric behavior in the region is also determined and 

used. The duration of the region is an import'ant input and this is determined 

knowing the instants of utterance start and vowel onset. 

A feed forward network with two hidden layen was used. The number of 

inputs is dependent on the number of parameters chosen for representation. 'The 

studies were carried out with different sets of parameter. 'The choice of parametric 

representation is crucial since the manner classification needs to be performed in 

any vowel context. The number of nodes in the hidden layers was chosen taking 

into consideration the number of input nodes. (In cases when the number of 

parameters in the experiment is large, the number of nodes in the hidden layers 

can be less whereas, in cases when input parameters are less the number of 

nodes in the hidden layers is made large.) The number of output nodes of the 

classifier is directly dependent on the number of manner classes with one output 

node identified for each class. The nasal consonants were not included in the 

study and ,therefore the number of manner classes is six. The actual network size 

used in each study is indicated in the tables. 

6.4 D~SCUSSION OF RESULTS 

The studies were carried out with data obtained for a single speaker. 

Table-6.5 shows the confusion matrix realized for one speaker's test data with the 

first fourteen gross parameters listed in Table-6.4. Table-6.5 is arranged such that 

the neighboring consonant manners in the table are closer in terms of features. 

Region pairs which are closer in terms of features can be identified from Table-6.3 

as those with less number of entries in the matrix. If the entries are few in number, 

it implies that the distinguishing features between them are few. 



The results in Table-6.5 show an overall classification performance of only 

60%. Only one manner shows high score namely that of voiced-aspirated. The 

fricatives and semivowels have shown distinctly poor performance. To see if the 

cause for this poor performance was the variability in some of the parameters, a 

reduced set consisting of only the first ten parameters which are relatively robust 

were used. The results of this study are shown in Table-6.6. A marginal 

improvement in overall performance is seen (63%). A detailed inspection of 

Tables65 and 6.6 show that there is distinct improve-ment in the classification of 

three of the manners - semivowel (45% to 59%), voiced-aspiration (85.65% to 

92%) and aspiration (64.8% to 85.6%), but at the cost of increased confusion in 

voiced-unaspirated and unvoiced- unaspirated manners. The fricative manner 

shows marginal improvement. Since in both the studies only averaged parameters 

of the region were used, it was felt that inclusion of parametric trend could reduce 

some of the confusions. Trends in the parameters, as indicated in Table-6.4 entries 

15 to 18 were also included. A spectral distance parameter was also included to 

qualify- the gross trend in spectral features in the -consonantal region. In all, 

nineteen parameters (listed in Table-6.4) were used in the third study. The 

performance using these nineteen parameters is shown in Table-6.7. A distinct 

improvement in performance was observed in the overall performance (69%). 

There was marked improvement in the classification of voiced- unaspirated (34% 

to 58%), semivowel (59% to 77%) and unvoiced- aspirated (86% to 90%) manners. 

The voiced-aspiration remained at the same level of 92%. A marginal improvement 

in the fricative classification was also observed (57% to 61%). The only degradation 

is for the unvoiced-unaspirated (RLT) which shows decrease in performance (48% 

to 35.2%). The poor performance can be attributed to the fact that the 

unvoiced-unaspirated manners have a very short duration of the consonantal 

region. Consequently, the gross parameters which were based on block data 

processing do not reflect the nature of the region well. As pointed out earlier, 

neighboring columns in the table refer to manners which are closer in terms of 

features. It is seen from Table-6.7 that the confusions are typically with the 



Table-6.5 : Manner classification performance 

Table-6.6 : Performance of manner-classification using reduced set of parameters 

REFERENCE 

VAS 

ASP 

RLT 

FRC 

TEST 

VNG 

SMV 

VAS 

ASP 

RLT 

FRC 

00.00 

04.80 

1 1.20 

-1 4.00 

OVERALL 

REFERENCE 

VNG SMV VAS ASP RLT FRC 

11.20 

08.00 

14.40 

04.00 

60.57 

OVERALL 62.86 

85.60 

08.00 

03.20 

00.00 

17.60 

02.00 

01.60 

09.60 

48.00 

11 .OO 

28.00 

18.00 

02.40 

85.60 

26.40 

18.00 

07.20 

01 .00 

01.60 

01.60 

10.40 

57.00 

04.80 

10.00 

92.00 

02.40 

00.80 

01 .OO 

33.60 

10.00 

00.80 

00.80 

13.60 

1 1 .OO 

03.20 

64.80 

06.40 

14.00 

08.80 

59.00 

01 .60 

00.00 

00.80 

02.00 

00.00 

01.60 

56.00 

14.00 

00.00 

12.80 

08.80 

54.00 



adjoining columns in the table. This can be clearly seen for the semivowels, 

voiced-aspiration, aspiration and fricatives. To some extent, the unvoiced- 

unaspirated and voiced-unaspirated region also show maximal confusion with the 

neighbours. This suggests the possibility that the parameters chosen do not 

adequately reflect the required distinction between the close members. This implies 

that more sophisticated parameters need to be evolved which represent the 

distinguishing features better. 

It was observed that the consonantal part shows features dependent on 

the vowel context. The variability in the parameters due to vowel context was 

considered as another possibility for the confusion. A fourth study was therefore 

conducted to see if the performance improved when the consonants with the 

same vowel context were grouped and tested using all nineteen parameters. The 

results of this study are shown in Table-6.8. Each column in the table refers to 

the indicated vowel context of the CV utterance used in the study. The rows of 

- the table show the classification performance for each of the manners. Tne 

combined overall performance does not show any improvement compared to 

Table-6.7. This suggests that the confusion in classification is more due to the 

inadequacy of the parametric representation rather than the variability due to the 

vowel context. But more detailed comparison within the table shows that some of 

the consonant manners are better resolved when compared with the earlier study. 

The results in Table-6.8 indicate a definite ,improvement in performance for the 

unvoiced-unaspirated regions in all the five vowel contexts. 

In summary, the overall manner classification realized is 69%. This is 

obtained after including trend and distance parameters. Inclusion of vowel context 

has not shown much improvement in performance. The trend in performance in 

different stages of study suggests that further improvement can be obtained by 

refining the parameters. Having looked at approaches for determining the 



Table-6.7 : Performance of manner classification including trend parameters 

(Confusion matrix in percentage values) 

TEST 

REFERENCE 

VNG SMV V AS ASP RLT . FRC 

VNG 

SMV 

VAS 

ASP 

R LT 

FRC 

OVERALL 

58.4 

30.0 

0.8 

1.6 

12.8 

0.0 

69.1 

MANNER 

VNG 

SMV 

VAS 

ASP 

RLT 

FRC 

OVERALL 

Table-6.8 : Performance of manner classification in the context of different vowels 

(Confusion matrix in percentage values) - 

9.6 

77.0 

4.0 

0.0 

1.6 

3.0 

VOWEL CONTEXT 

[I] [el [ A 1 I01 . [u] 

OVERALL 

0.8 

9.0 

92.0 

3.2 

0.8 

0.0 

56.00 

80.00 

92.00 

68.00 

52.00 

60.00 

67.00 

65.60 

56.00 

55.00 

96.00 

86.00 

64.00 

80.00 

72.80 

13.6 

7.0 

2.4 

90.4 

28.0 

32.0 

64.00 

60.00 

64.00 

60.00 

60.00 

70.00 

62.90 

64.00 - 

45.00 

80.00 

48.00 

64.00 

45.00 

58.60 

64.00 

60.00 

52.00 

76.00 

60.00 

85.00 

65.70 

6.4 

2.0 

0.0 

0.8 

35.2 

4.0 

11.2 

2.0 

0.8 

4.0 

21.6 

61 .O 



consonant manner, we shall address the issue of determining place of articulation 

in the next chapter. 



CHAPTER 7 

STUDIES ON RECOGNITION OF PLACE OF 

ARTICULATION 

As discussed in Chapter 3, the place of articulation refers to the place in 

the vocal tract where release of constriction occurs in the production of the 

consonant. The manner of the consonant defines the context of this release. In 

nasals, semivowels (with the exception of alveolar-trill) and fricatives the 

articulatory -release does not induce any new source of signal. It merely causes 

a change in the shape of the vocal tract. Specifically for the fricatives, a change 

in-the type of excitation also occurs around the same instant. On the other hand, 

since stop release results in abrupt release of air pressure at the place of stricture, 

there is an impulse excitation of the vocal tract at the instant of release as well 

as random excitation due to turbulent air flow for a short time when the vocal 

tract is constricted during the transition from closed to open. The nature of the 

resultant signal for the stop releases (usually called the burst or release transient) 

is characterized by the place of articulation and the shape of the vocal tract 

outwards from the place. But, the signal is present for a short (< 10 msec) duration 

in most cases and is relatively weak as well. Hence, it is not always possible to 

obtain the needed cues from this short duration weak signal. This chapter 

discusses issues in analyzing the dynamic regions of CV utterance. It also 

considers the need for choosing appropriate parameters for determining the place 

of articulation in isolated CV utterances. A methodology for determining the place 

feature is suggested and the results obtained by using this methodology are also 

explained. 



7.1 ISSUES IN ANALYZING THE DYNAMIC REGION 

Since the movement of articulators spans a finite time d l ~ e  to the dynamics 

of the production mechanism, the vocal tract exhibits shape change following the 

release. We call this dynamic region as the transition region. Except for the case 

of aspirated stops, the s o w  of excitation in this transition region is invariably 

the strong glottal vibrations which results in high SNR signal. This high SNR region 

is amenable for spectral analysis. Therefore, a more reliable cue to the place of 

articulation is obtained by analyzing the signal in this transition region for 

characterizing the vocal tract shape change. It is to be noted that the time span 

of the articulatory movement during this consonantal release is mairlly due to the 

natural dynamics of the articulators and is to a significant extent not under the 

control of the speaker. This is in contrast to the signal produced under steadily 

maintained positions of the articulators which can be prolonged or shortened under 

speaker's control. Thus, the durational variability is significantly less in this 

transition region. This makes it possible to analyze a fixed duration of the signal 

after the instant of release to characterize the transition. 

Even in the case of consonants other than stops, the analysis of the 

transition region provides good cues to determining the place of articulation. 

However, for the cases of nasals and semivowels, relatively strong signal is present 

prior to consonant release. This is because, glottal vibrations are initiated in 

advance and free air flow is possible through the vocal tract d l ~ e  to partial opening. 

Thus, the signal in the region before release is characterized by the shape of the 

vocal tract dictated by the consonantal stricture. It is possible to make use of this 

cue as well for these consonants. 

Analogously, the fricative consonants exhibit random-noise like excitation 

in the region before release. 'The gross spectral characteristics in this noise-like 

region is dictated by.the place of stricture or rather the vocal tract outwards from 



the place of stricture. But, the signal is relatively weak in this region. Hence one 

can rely on this feature as a cue to the place of articulation only to a limited 

extent. 

For the aspirated stops, the transition region occurs completely in the 

initial part of the aspiration region. 'The aspiration region is characterized by 

noise-like excitation due to turbulent air flow. Consequently the signal is also 

relatively weak. But the signal has significant spectral structure as the random 

noise-like excitation is subject to filtering by the vocal tract. It is from this signal 

that transition characteristics need to be determined. 

Thus, the main issue in determining the place of articulation is processing 

of the speech- signal in the transition region to obtain the specific place in the 

vocal tract where the shape changes from closure to openness occurs. The 

processing is complicated by the short (25 msec) duration of the transition region 

as well as the differing contexts of the consonant class and the vowel class in 

which it can occur. For each consonant manner there are either four or five 

possible places of articulatory release and the release can occur in the context 

of any of the ten vowels of Hindi. The problem is compounded because, for the 

same consonant manner, some of the places of articulation are at close positions 

in the vocal tract. The vowel context plays a dominant role since the vocal tract 

, shape as well as its change is determined 'by it. As discussed before, for some 

consonant manners, it is possible to obtain features of the place of articulation 

by analyzing the signal in the region before the release, though the signal is 

generally weak in this region. 

7.2 CHOICE OF PARAMETERS TO DETECT PLACE FEATURES 

It has been customary [Harrington 19881 to characterize the place of 

articulation of stop consonants by the spectral characteristics of the release 



transient (burst). But the burst is a short (< 10 msec) duration weak signal and, 

in addition, exhibits significant variability due to the consonant class and the vowel 

context. Hence, as further evidence of the place of articu:ation conventionally the 

spectral changes of the dynamic transition region have also been used. This 

change is characterized by the nature of movement of gross spectral peaks or 

rather the formants [Kewley-Port 1982], [Sundar 19871, [Raman 19851 and 

[Lieberman 19561. Since formants are directly attributable to the shape of the 

vocal tract acoustic tube, they do provide the necessary cue. BIJ~, the values of 

formants, as discussed in the studies on vowel classification, are dependent on 

the specific speaker's vocal tract dimensions. Hence variability due to speaker 

characteristics is implicit when using formant transitions as cues for the place of 

articulation. The formant transitions are a function of the consonant class , the 

vowel context and the place of articulation. The above viewpoint holds good for 

consonants other than stops as well, except that, in lieu of the release transient, 

the signal region prior to release is characterized. 

Since the determination of place of articulation is a crucial component in 

- our studies, the use of transition cues become impoitant to realize reasonable 

performance. Instead of determining transitions in formants, we have attempted 

the use parameters related to the articulatory shape transition directly. The area 

coefficients determined from the signal were used as parameter to qualify the 

vocal tract shape. It is necessary to obtain the change in the vocal tract shape 

to determine the place of articulation. To obtain this, the area coefficients were 

determined at short (5 msec) intervals in a fixed duration of the utterance 

immediately following the articulatory release instant. Since the relevant region is 

that immediately following vowel onset instant in all CV utterances except for the 

aspirated and voiced aspicated manners, the signal strength is high. Therefore, it 

is possible to obtain the spectral features reliably. Along the lines of study on 

vowel classification, weighted cepstral parameters were also used for comparison. 



7.3 METHODOLOGY FOR RECOGNITION 

Since the transition cues are defined by the specific place of articulation 

and the following vowel context, it is necessary to group the utterances so that 

discrirr~ination is carried out amongst members of a subset of CV utterances. The 

specific places of articulation and the corresponding transition cues are dependent 

on the manner of consonant as well. It is assumed that the vowel context of the 

-CV utterance as well as the consonant manner are known apriori. It is also 

assumed that the articulatory release instant is known. The articulatory release in 

the case of aspirated and voiced-aspirated manners occur along with the start of 

aspiration. Therefore the region for analysis is predetermined. The parameters 

extracted from the speech signal in this region are used in the context of known 

consonant manner and vowel class to determine the place. of articulation. It is 

possible to combine some of the manner classes into a single group if the manner 

features do not affect the transition region features significantly. This is true of the 

manners like unvoiced-unaspirated stops, voiced-unaspirated stops, semivowels 

and fricatives. But the places of articulation are distinctly different for the fricative 

and semivowel class as compared to the stop consonants (See Table-3.1). 

Therefore in our studies, the unvoiced-unaspirated stops and the 

voiced-unaspirated stops alone are clubbed together. For the other manner 

classes - nasals, aspirated stops and voiced-aspirated stops, the transition region 

features are significantly affected by the manner features. This can be appreciated 

by seeing that the nasals exhibit nasalization of the transition region, while the 

aspirated stops as well as voiced-aspirated stops exhibit aspiration and voicing 

mixed with aspiration respectively, in the transition region. 

Neural network classifiers with structure similar to that used for vowel 

classification, were used for this study also, for identical reasons. The main 

distinction is that the network has to handle more number of inputs for place 

discrimination because parameters from successive frames have to be used 



simultaneously. The number of inputs is determined by the number of frames for 

representing the transition and the number of coefficients in each frame. Since 

spectral analysis here is identical to thst performed for the vowel classification, 

the number of coefficients is 10 per frame. The number of frames of transition is 

determined by the duration of the transition region. Spectrographic studies 

indicated that the transition region usually spans a duration of 25 ms. The time 

resolution of the parametric representation was chosen to be 5 ms. This suggests 

that about 5 frames should suffice to characterize the changes in the transition 

region. Therefore, the number of inputs to the classifier was typically 50. The first 

hidden layer was chosen to have 40 nodes and the second hidden layer 20 nodes. 

The number of outputs corresponds to the number of places of articulation in 

each group. This is four for the semivowel and fricative groups and five for the 

others. 

7.4 STUDIES ON THE DETERMINATION OF PLACE OF ARTICULATION 

Different networks were used for each combination cf \!owe! class and 

consonant manner. As discussed in the preceding section, appropriate manner 

classes are included in the same set to reduce the number of networks. Thus, 

there are five different manner classes, namely, aspirated, voiced aspirated, other 

stops, semivowels and fricatives. The number of vowel classes are five. 'Therefore, 

twenty five different networks were used corresponding to each combination of 

manner class and vowel class. 

As was done for vowel classification the same three parametric 

representations were used in this study also. A preliminary study was carried out 

with number of frames ranging from 4 to 8. The results of classification indicated 

no marked changes from 4 to 6 frames but for the context of 7 and 8 frames 

there was distinct degradation in performance. The degradation is attributable to 

the undue emphasis of steady vowel features from the later frames. (The steady 



vowel feature is nearly the same for different places of articulation since the vowel 

context is the same.) Therefore, in subsequent studies, the number of frames was 

chosen to be five. 

7.5 DISCUSSION OF RESULTS 

The recognition performance for the different places of articulation is 

shown in Table~7.1. Since there are seventy five networks, considering all the 

three parametric representations, the consolidated performance is indicated in 

Table7.1. Our conclusions based on the detailed results are given below as an 

embellishment to the results shown in Table7.1. 

It is seen that there is reduction in performance for area function as 

compared to the cepstral parameters, but the performance for the different places 

of articulation follow nearly the same trend. It is noticed that the different manners 

of stop consonants show nearly the same overall performance. The semivowels 

and fricatives exhibit high recognition performance with the only exceptior! being 

palatal fricative. The confusion in this was noticed to be mostly with the aajacent 

place, retroflex and rarely with the next nearer place alveolar. It is observed that 

for the stop consonants also, most often, the confusion is with the neighboring 

places of articulation. Between the compressed area coefficients and the range 

normalized area coefficients, the latter shows better performance. 

In summary, an overall performance greater than 90% is obtained for the 

classification of place of articulation. Considering that the place of articulation is 

exhibited as a weak feature, the high performance indicated shows that the 

approach used does provide the cues for place of articulation. Confining our 

attention to the region in the utterance exhibiting the articulatory shape change 

characterizes the place of articulation well enough to achieve good performance. 

The area functions have been used with a view to capture the articulatory change 



Table-7.1 : Performance of classification of place of articulation. 

Correct classification performance for d i r e n t  places of articulation in the context of 
different consonant manner in percentage values. 

MANNER 

UV-UA 

& 

V-UA 

ASP 

VAS 

PARAMETRIC 
REPRESENTATION 

CEP 

AFC 

AFCR 

CEP 

AFC 

AFCR 

- CEP 

AFC 

AFCR 

MANNER 

SMV 

OVERALL 

89.2 

77.2 

79.2 

87.6 

77.6 

79.0 

88.5 

79.2 

81 .O 

PLACE OF ARTICULATION 

VELAR PALATAL RETRO DENTC BILABIAL 
FLEX ALVEOLAR 

PARAMETRIC 
REPRESENTATION 

CEP 

AFC 

AFCR 

I 
PLACE OF ARTICULATION 

PALATAL ALVEOLAR ALVEOLAR LAB10 
I 

OVERALL 
(TRILL) (LATERAL) DENTAL 

MANNER 

FRC 

82 

70 

76 

96 

84 

88 

90 

84 

83 

PARAMETRIC 
REPRESENTATION 

CEP 

AFC 

92 

92 

90 

OVERALL 

91.2 

85.0 

PLACE OF ARTICULATION 

ALVEOLAR RETROFLEX PALATAL GLOTTAL 

98 

88 

86 

9 1 

76 

81 

91 

88 

90 

96 

74 

78 

97 1 85.0 AFCR 1- 70 

93.7 

86.5 

87.0 

88 

84 

82 

99 

96 

76 

72 

99 

96 

98 

86 

92 

78 

80 

81 

72 

70 

9 1 

76 

79 

86 

68 

72 

83 

80 

82 

86 

72 

78 

87 

92 

84 

88 

82 

82 

87 

76 

74 

85 

76 

75 

98 

88 



directly. The performance though lower compared to cepstral coefficients, is high 

enough to justify its use. Keeping in mind that the area function exhibited large 

variability, the good recognition performance suggests that inspite of the variability 

in speech the dynamic characteristics are captured well in the gross shape of the 

function. 

Having looked at the classification of the place of articulation in the context 

of the vowel and consonant manner, and at the independent classification of vowel 

and consonant manner in Chapters 5 and 6 respectively, it is necessary to see 

how the overall CV utterance can be determined. A scheme for recognition of 

overall CV utterances from the outputs of the classifiers for the vowel, consonant 

manner and place of articulation is discussed in the next chapter. 



STUDIES ON OVERALL RECOGNITION OF 

CV UTTERANCES 

In this chapter we discuss studies to obtain the performance of a system 

for recognition of isolated utterances of CV units. We propose the need for a 

hierarchical model for classification of CV units and estimate the recognition 

accuracy that can be obtained from such a system. The estimated overall 

recognition- is over 65%. Generally the confusing cases can be resolved using 

contextual information if the utterances are in the form of words or sentences 

although in each utterance the character is uttered in isolation. This is because 

most of the time the confused class is close to the true one from speech 

production point of view as seen from the results in the previous chapters for the 

first and the first two choices. 

The starting point for the study is the collection of several samples of the 

isolated utterances of CV characters of all classes (total 140). Five samples were 

collected for each CV class, three were used for training and two for testing. Each 

utterance was segmented into three regions corresponding to manner, place and 

vowel. Parameter or features relevant to each region were extracted as discussed 

in the previous chapters. Recognition studies are conducted using each region in 

isolation and along with other regions for identification of class of each region. 

It is not possible to have a singie network for all the classes as the number 

of CV classes are large (140) and the number of training samples may not be 

adequate to train such a network. Moreover there will be confusion among several 



classes due to closeness in the speech production of consonant manners, places 

of articulation and vowel types, especially for the places of articulation. Section 

8.1 gives a summary of studies for the classification of each region data carried 

out separately in chapters 5, 6 and 7. In section 8.2 we consider the recognition 

of the class of a region using the parameters from the corresponding region as 

well as from an adjacent region. In section 8.3 we discuss studies on the 

recognition of the class of each region using parameters from all the three regions 

in the CV utterance. Section 8.4 gives a coniparison of recognition results for 

each type, namely, manner, place and vowel. A hierarchical model of recognition 

system is proposed in section 8.4 and the performance estimated from such a 

model is discussed. Finally in section 8.5 we discuss the utility of these results 

and issues to be addressed for improving the recognition accuracy. 

The network structure used in each of the studies is indicated in the 

corresponding table. The four values shown for the network structure correspond 

to the number of inputs, number of nodes in the first hidden layer, the number 

of nodes in the second hidden layer and the number of output nodes in that 

order. 

8.1 CLASSIFICATION STUDIES OF EACH REGION USING PARAMETERS 

DERIVED FROM THE REGION ALONE 

In chapters 5, 6, and 7 we have studied the classification performance for 

the three regions in the CV utterance. Each of these studies had used parameters 

obtained from the corresponding region only. Classification results for these three 

regions are collected together and given in Table 8.1. An important assumption 

was that the region for analysis is known apriori. The neighboring regions' classes 

(manner and vowel) were assumed to be known for studies on classification of 

place of articulation. 



Table-8.1 : Summary of the classification performance for the three parts of the CV 
utterance 

a) Manner classification using nineteen gross parameters 

The network structure is (19, 40, 25, 6)  

TEST 
VNG 
SMV 
VAS 
ASP 
RLT 

1 OVERALL I 69.1 1 
FRC 

b) Classification of place of articulation using five frames of cepstral coefficients each 
from the transition regions 

REFERENCE 
VNG SMV VAS ASP R LT 

The network structure is (50, 40, 20, 514) 

0.0 

I 

58.4 
30.0 

0.8 
1.6 

12.8 

c) Vowel recognition performance using ten cepstral coefficients from vowel region 

3.0 

MANNER 

UV-UA & 
I V-UA 

ASP 
VAS 

The network structure is (10, 30, 20, 5) 

9.6 
77.0 

4.0 
0.0 
1.6 

d REFERENCE I 

0.0 

PLACE OF ARTICULAT~N 

VELAR PALATAL RETROFLEX DENTI- BILABIAL 
ALVEOLAR 

0.8 

9.0 
92.0 

3.2 

0.8 

I 

OVERALL I. 

32.0 

93.7 

91.2 

99 

TEST 

[I] 

I OVERALL I 94.3 

117 

13.6 

7.0 
2.4 

90.4 
28.0 

FRC 

[o] 
[ U ] 

4.0 

82 

96 

90 

[I] [el [ o ] [U] 
A 

6.4 
2.0 
0.0 

0.8 
35.2 

61 .O 

PALATAL ALVEOLAR ALVEOLAR LABlO DENTAL 
FRILL) (LATERAL) 

88 

87 

85 

ALVEOLAR RETROFLEX PALATAL G LOTAL 

[el 0.0 100.0 0.0 

0.0 

0.0 

11.2 

2.0 
0.8 
4.0 
21.6 

86 

s8 1 

84.3 

9 1 

9 1 

92 1 69.2 

76 

0.0 
0.0 

12.9 

3.6 

0.7 

- 83 

86 

8 1 

98 92 

0.0 

87.6 

99 

0.0 

2.1 
0.0 

2.9 

I 

92.9 

5.0 

9 1 

1.4 

94.3 

88.6 



The above studies of the place of articulation used the context of vowel 

and manner of the utterance. That is place classification was performed 

independently for each combination of vowel and manner class. It is useful to 

obtain an idea of the performance for place of articulation without assuming the 

context. Table-8.2 shows the performance obtained using such an approach. The 

parameters used in this study are the same parameters of the transition region 

as was used in the study in chapter 7. 

The places of articulation for Hindi consonants are grouped depending on 

the manner of the consonant. The stop and nasal consonants occur in five distinct 

places of articulation, the semivowels in four and the fricatives in four other places 

of articulation. Therefore, when taking all the cases of CV utterances, a larger set 

- of places are used to differentiate them. Since there is commonality in certain of 

the places of articulation in the three groups - stop and nasals, semivowels, and, 

fricatives - a total of eight distinct places have been identified to cover all the three 

groups. The results of recognition performance shown in Table-8.2 are with respect 

to these eight places. It is seen from this table that the performance is only about 

50% when the manner and vowel contexts are not used. This value is distinctly 

lower when compared to that obtained when the context was used (about 90% 

from Table-8.1 b). 

Since the number dr parameters for characterizing the place of articulation 

is large (ten each from five consecutive overlapping frames), we have reduced 

the number of parameters to eighteen by using only six of these parameters per 

frame from three alternate frames. The results for place classification using this 

reduced parameter set is shown in Table-8.3. The difference in performance when 

compared to that in Table-8.2 is not significant, although the value is lower in the 

reduced parameter case. The reduced parameter set is used  subsequent!^ to 

reduce the complexity of input size. 



Table-8.2 : Classification of place of articulation using all the five transition frames 
with ten parameters per frame 

The network structure is (5G, 30: 30, 8)  

Glottal Velar Palatal Retroflex Alveolar(1) Alveolar(2) Dental Bilabial 

Palatal 4.5 3.5 58.0 14.5 1 .O 4.5 11.0 3.0 

Glottal 

Velar 

( Overall ( 51.0 1 

. . . . 

- 

Table-8.3 : Classification of place of articulation using three transition frames and 
six parameters per frame 

The network structure is (18, 30, 30, 8) 

80.0 

0.0 

Alveolar(2) 

Dental 
I 

Bilabial 

0.0 

72.5 

20.0 

10.0 

1 Dental 1 0.0 1 10.0 1 0.0 1 17.5 1 2.5 12.5 ! 40.0 1 17.5 1 

0.0 

0.0 

6.5 

TEST 

0.0 

5.0 

REFERENCE 

Glottal Velar Palatal Retroflex Alveolar(1) Alveolar(2) Dental Bilabial 

I Overall 1 45.0 1 

10.0 

15.0 

20.0 

I I 

Bilabial 

0.0 

5.0 

20.0 

7.5 

5.0 

5.3 

0.0 

0.0 

10.0 

15.0 

13.0 

6.7 

0.0 

0.0 

0.0 

7.5 

0.0 

7.5 

1.5 

8.0 

50.0 

7.5 

2.5 

2.7 

0.0 

47.5 

12.0 

2.7 

10.0 

0.0 

39.0 

5.3 9.3 60.0 



8.2 CLASSIFICATION STUDIES OF EACH REGION USING THE PARAMETERS 

OF TWO ADJACENT REGIONS 

The aim of tne present study is to see the possibility of .obtaining improved 

discrimination performance for the different regions by including the context of the 

other regions. Therefore in the following study the adjacent regions' parameters 

(and therefore the context) of the utterance are included in the input to the 

classifier. These were studied for each of the manner, place and vowel types. 

Since the number of inputs to the network become large when the two regions' 

parameters are both included, the actual parameters used in this study is reduced. 

As discussed in the previous section, the parameters representing the place of 

articulation are reduced by taking only six parameters per frame and using only 

three frames when used for the context. The manner region parameters are 

reduced to eight (parameter nurr~bers 1,3,4,7,8,14,15,19 in  able-6.4 in chapter 6) 

from the original nineteen when used for the context. The vowel region was 

represented with all the .ten parameters used previously. 

Tabk-8.4 shows the performance realized for the manner classification , 

using both the consonantal region parameters (19) for the manner and the 

transition region parameters (18) for the place of articulation. It is seen from this 

table that there is no significant improvement (compared to 'the entry in Table-8.la) 

in the manner classification results when the parameters representing the place 

of articulation are included. This is probably because the large variability of the 

transition region parameters may not be aiding the manner classification. 

Similar study for the determination of the place of articulation using the 

adjacent regions' parameters was carried out and the results of this study are 

shown in Tables 8.5 and 8.6. Since the transition region is in between the 

consonantal region and the vowel region in any utterance, two separate studies 

were carried out. In the first study (results shown in Table-8.5) the place of 



Table-8.4 : Manner Classification using both manner region parameters (19) and 
transition region parameters (18) 

The network structure is (37, 30, 30,6) 

1 OVERALL 1 65.2 1 

TEST 

VNG 

SMV 

VAS 

ASP 

R LT 

FRC 

, 

REFERENCE 

VNG SMV VAS ASP RLT FRC 

13.3 

10.0 

0.0 

2.7 

, 21.3 

51.7 

49.3 

18.3 

4.0 

2.7 

13.3 

6.7 

6.7 

51.7 

4.0 

0.0 

1.3 

3.3 

2.7 

0.0 

5.3 

89.3 

6.7 

1.7 

0.0 

1.7 

86.7 

5.3 

0.0 

0.0 

28.0 

18.3 

0.0 

0.0 

57.3 

36.7 



Table-8.5 : Classification of place of articulation using both transition region 
parameters (8) and manner parameters (18) 

The network structure is (26, 30,30, 8) 

Table-8.6 : Classification of place of articulation using both transition region 
parameters (18) and vowel region parameters (1 0) 

TEST 

Glottal 

Velar 

Palatal 

Retroflex 

Alveolar(1) 

Alveolar(2) 

Dental 

Bilabial 

The network structure is (28, 30, 30, 8) 

REFERENCE 

Glottal Velar Palatal Retroflex Alvedar(1) Alvedar(2) Dental Bilabial 

OVERALL 

TEST 

Glottal 

Velar 

Palatal 

Retroflex 

Alvedar(1) 

Alvedar(2) 

Dental 

Bilabial 

51.7 

50.0 

5.0 

1.1 

1.3 

5.0 

0.0 

0.0 

1.3 

20.0 

0.0 

2.2 

6.7 

0.0 

30.0 

2.5 

2.7 

10.0 

50.0 

13.3 

8.0 

0.0 

20.0 

0.0 

12.0 

, 

REFERENCE 

Glottal Velar Palatal Retroflex Alveolar(1) Alveolar(2) Dental Bilabial 

0.0 

5.0 

5.6 

12.0 

1 20.0 

10.0 

52.5 

13.3 

20.0 

17.5 

1.1 

12.0 

5.0 

10.0 

10.0 

52.0 

0.0 

15.0 

66.7 

13.3 

5.0 

10.0 

5.0 

2.7 

30.0 

7.5 

1.1 

1.3 

0.0 

0.0 

0.0 

5.3 

0.0 

7.5 

8.9 

36.0 

10.0 

20.0 

22.5 

13.3 

0.0 

45.0 

6.7 

4.0 

0.0 

0.0 

5.0 

10.7 

10.0 

5.0 

0.0 

4.0 

60.0 

0.0 

2.5 

1.3 

0.0 

0.0 

1.1 

10.7 

55.0 

0.0 

7.5 

2.7 

20.0 

10.0 

13.3 

21.3 

20.3 

0.0 

57.5 

13.3 

0.0 

2.5 

1 .; 

9.3 

5.0 

30.0 

0.0 

1.3 

40.0 

15.0 

0.0 

13.3 

10.0 

30.0 

7.5 

61.3 

0.0 

7.5 

67.8 

9.33 

0.0 

10.0 

2.5 

1.3 

0.0 

7.5 

10.0 

37.3 

5.0 

30.0 

25.0 

5.3 



' articdation is determined using the reduced manner parameters (8) in addition to 

the transition region parameters (18). In the second study, the classification of the 

place of articulation was carried out using vowel region parameters (10) along 

with the transition region parameters (18) (results shown in Table-8.6). The results 

in both the studies show no marked improvement in performance to that indicated 

in Table-8.3. This shows that the use of neighboring regions' context in this way 

(using the parameters of the neighboring region) does not seem to improve the 

recognition performance for the place of articulation. 

Study for the determination of the vowel type were also carried out with 

parameters from the adjacent region, namely, the transition region. The study was 

carried out with transition region parameters (18) and vowel region parameters 

(10). The results of this study is shown in Table-8.7. It is seen that there is 

improvement in performance when compared to Table-8.1~. 

To see if the use of parameters from all the three regions in the utterance 

can help to improve the performance, a set of studies were carried out using all 

parameters from all the regions. This is discussed in the next section. 

8.3 CLASSIFICATION STUDIES OF EACH REGION USING PARAMETERS OF 

ALL THREE REGIONS 

Three different studies were carried out using the parameters from all the 

three regions. These studies used the same parameters as input to the classifier, 

but the training was carried out by using different network outputs in each case. 

In the first study, the outputs represent the consonant manner. Hence in this case 

the network has six outputs. The result of this study is shown in Table-8.8. The 

results show only a marginal difference when compared to the resutts discussed 

in the previous section. This suggests that performance in manner classification 



Table-8.7 : Vowel classification using both transition region parameters (18) and 
vowel region parameters (10) 

The network structure is (28, 30, 30, 5) 

TEST 

[I] 

REFERENCE 

[I] [el [''I [o] [ul 

100.0 0.0 0.0 

[ ^ I  0.0 0.0 100.0 0.0 

[ol 

[u] 

0.0 96.4 0.0 3.6 0.0 

0.0 

0.0 

OVERALL 

0.0 

0.0 

97.8 

0.0 

0.0 

100.0 

7.1 

0.0 

92.9 



can not be improved significantly by using the context of neighboring region in 

the form of additional parameters in input. 

A second study was camed out by using the classifier's output to represent 

the place of articulation. All the three regions' parameters were used as input. It 

is seen from the results (shown in Table- 8.9) that no significant improvement in 

performance was obtainable for the place case as well. It maintains the same low 

level (about 50%) of recognition accuracy. 

Studies to determine the performance of the vowel classification using all 

three region parameters as input and only vowel classes as output were carried 

out (see Table-8.10). The same good recognition was realized for the vowel case 

irrespective of the context. 

The third study using all the three regions' parameters (8 for manner, 18 

for place and 10 for vowel region) were used as input, and the number of output 

nodes were increased to 19 (manner SIX, place EIGHT and vowel FIVE) so that 

all the three region classes were accommodated. The outputs were grouped into 

three sets, one set corresponding to each region type. The training was carried 

out by providing target activation with more than one output being active for each 

utterance. The results of this study are shown separately in Table-8.11 for the 

three different regions of the utterance. 

Table-8.1 l c  indicates the performance for the classification of the vowel 

type of the utterance. It is noticed that vowel recognition performance is very high 

(97.5%). 

Table-8.lla shows the performance for the classification of consonant 

manner of the utterance. It is noticed that the performance for this part has also 

shown some significant improvement (73.5%) compared to the previous studies. 



Table-8.8 : Manner Classification using all three regions' parameters 

The network structure is (47, 30, 30, 6) 

Table-8.9 : Vowel Classification using all three regions' parameters 

The network structure is (36, 30, 30, 5) 

TEST 
VNG 
SMV 
V AS 
ASP 
RLT 
FRC 

REFERENCE 

VNG SMV VAS ASP RLT FRC 

TEST 

I OVERALL 

REFERENCE 

[I] [el io] [U] h 

[I] 

1 OVERALL I 97.8 
I 

69.8 

61.3 

20.0 

4.0 

5.3 
14.7 

6.7 

[el 
* 

[ 01 
[U] 

Table-8.10 :Classification of place of articulation using all three regions' 
parameters 

9.3 

60.0 

2.7 

0.0 

8.0 

3.3 

98.2 

The network structure is (36, 30, 30, 8) 

4.0 

5.0 

0.0 

1.3 
10.7 

58.3 

1.3 

1.7 

88.0 

8.0 

2.7 

0.0 

0.0 

0.0 

0.0 

0.0 

1.8 

1.3 

0.0 

5.3 

82.7 

0.0 

0.0 

100.0 

0.0 

0.0 

0.0 

TEST 
Glottal 
Velar 

Palatal 
Retroflex 
Alveolar1 

22.7 

13.3 

0.0 

2.7 

64.0 

31.7 

0.0 

Alveolar;! 
Dental 
Bilabial 

0.0 

98.2 

0.0 

0.0 

REFERENCE I 
Glottal Velar Palatal Retroflex P.lveolar1 Alveolar2 Denta! Bilabial I 

0.0 

0.0 I 0.0 

1.8 0.0 

100.0 0.0 

7.1 92.5 

0.0 

0.0 

2.7 

0.0 

40.0 

2.5 

1.1 

2.7 

5.0 

0.13 

5.0 

73.3 

9.3 

0.0 

10.0 

50.0 

7.8 

2.7 

0.0 

10.0 

0.0 

16.0 

10.0 

5.0 

2.7 

10.0 

22.5 

12.2 

48.0 

10.0 

I 0.0 

10.0 

2.2 

26.7 

20.0 

0.0 

20.0 

10.7 

10.0 

16.0 

1.1 

4.0 

0.0 

30.0 

0.0 
1 .I 

2.7 

60.0 

0.0 

0.0 

1.1 

4.0 

5.0 
10.0 

5.0 

1.3 

60.0 

2.5 

2.7 

0.0 

60.0 

13.3 

10.0 I 

7.5 

50.7 



Table-8.1 1 :Overall Classification using all three regions' parameters (8 + 18 + 10) 
with a single netwok having all the three types of outputs (6 + 8 + 5) 

The network structure is (36,30, 30, 19) 

a) Manner (6 outputs) 

I ASP 1 2 1 2.0 1 18.0 1 78.0 1 0.0 I 0.0 I 

TEST 

VNG 

SMV 

VAS 

REFERENCE 

VNG SMV VAS ASP R LT FRC 

OVERALL I 73.5 

76.0 

0.0 

0.0 

R LT 

FRC 

b) Place of articulatioln (8 outputs) 

- 

2.0 

82.5 

8.0 

- 

12.0 

0.0 

TEST 

Glottal 

Velar 

Palatal 

Retroflex 

Alveolar1 

Alveolar2 

Dental 

BilabiaL 

0.0 

2.5 

78.0 

2.0 

16.7 

c) Vowel (5 outputs) 

REFERENCE 

Glottal Velar Palatal Retroflex Alveolarl Alveolar;! Dental BilabiiL 

'TEST 

[I] 

[el 

[ ^ I  

101 
[ul 

2.0 

0.0 

14.0 

2.0 

4.8 

36.4 

0.0 

4.9 

0.0 

1.0 

20.0 

2.0 

0.0 

REFERENCE 

[I] [el [ * I  [o] [u] 

18.0 

2.5 

0.0 

0.0 

7.1 

2.0 

12.5 

0.0 

9.1 

10.0 

1 .O 

6.0 

0.0 

0.0 

14.0 

62.5 

9.1 

47.5 

6.6 

10.0 

5.0 

10.0 

8.0 

0.0 

0.0 

2.5 

1 .O 

2.0 

10.0 

30.0 

4.0 

0.0 

0.0 

0.0 

0.0 

0.0 

91 .O 

98.2 

0.0 

0.0 

0.0 

1.8 

72.0 

19.1 

18.2 

10.0 

5.0 

10.0 

0.0 

10.0 

32.0 

17.5 

12.0 

52.4 

0.0 

5.0 

62.3 

12.0 

30.0 

20.0. 

8.0 

5.0 

0.0 

0.0 

1.8 

100.0 . 

7.2 

1.8 

100.0 

0.0 

0.0 

0.0 

0.0 

22.5 

11.5 

54.0 

5.0 

0.0 

26.0 

12.5 

0.0 

0.0 

98.2 

0.0 

0.0 

27.3 

2.5 

1.64 

6.0 

40.C 

10.0 

6.0 

2.5 



It is to be noted that this improvement is obtained even after a significant reduction 

in the number of parameters used for the representation of the consonant manner 

region. 

Table-8.1 I b shows the performance for the place of articulation. It is seen 

that the performance has not improved for this case. The parameters in the 

neighboring region do not seem to help to improve the performance for this case. 

The best approach seems to be the use of independent classifiers for each 

consonant manner and vowel class combination, as was done in chapter 7. But 

such an approach implies that the consonant manner and vowel class of the 

utterance are known apriori (or should be known before hand). This implies that 

one needs to view the problem in a hierarchical model. We shall discuss this in 

the next section. 

8.4 A HIERARCHICAL MODEL FOR THE RECOGNITION OF CV UTTERANCES 

By the very nature of the problem, the recognition of the place of 

articulation of a CV utterance with a single network taking all possible contexts is 

not expected to be high. It is only by considering a smaller subsst that the 

confusability can be expected to be reduced. Therefore it is only within those 

cases of place of articulation which have the sama consonant manner and vowel 

context that good recognition is achievable. Fortunately, the vowel class of the 

utterance can be recognized with good accuracy as indicated in our studies. The 

manner of the consonant can also be determined but with a lower of performance. 

Even then, the errors in the determination of vowel and manner are most often 

to the nearby classes as indicated in the previous chapters. Since the consonant 

manner determination shows improvement when the parametric context of the 

different regions in the utterance are also used, this input can be used to obtain 

improved manner determination accuracy. Since parametric context of the different 

regions does not call for prior knowledge of the region type, it is possible to 



provide this input in advance. Therefore, it is possible to obtain the vowel type 

and consonant manner of the utterance as a first step. The known context of 'the 

vowel type and consonant manner can subsequently be used to select the 

appropriate classifier for the determination of place of articulation. Thus by carrying 

out recognition in a hierarchical manner it is possible to increase the recognition 

performance of CV utterances. The top level in the hierarchy addresses the 

determination of the significant instants in the utterance. With this input the three 

different regions of a CV utterance are determined. At the next level a region 

specific analyses is carried out to obtain the parameters in different regions of the 

utterance. The parameters thus obtained are used to determine the vowel class 

and the consonant manner of the utterance. The results of this second level 

determine the consonant group and the vowel group to which the utterance 

belongs. With this input, in the third level of the hierarchy, the specific classifier 

is chosen for determining the place of articulation of the consonant. The third level 

is called for mainly to perform selection of the correct classifier for determining 

the place of articulation. 

It is possible to estimate to a first approximation the performance realizable 

using this hierarchical approach based on studies carried out so far. 'This estimate 

gives only a lower bound on the performance, since errors in different parts may 

also occur simultaneously in the same utterance. Therefore, based on the 

performance realized for the different parts, namely, about 97% for the vowel 

classification, about 75% for the manner classification and 90% for the place of 

articulation in context, the worst case estimate for the overall performance is 

approximately 65%, being the product of the three performance figures. !n the 

light of the fact that the number of CV utterance classes are large (140) and that 

they are confusable, the estimated performance implies that this performance can 

be considered as good. Since errors are mostly to the nearby classes for each 

individual region, overall error will be even lower than this estimate. 



The estimated recognition for the best choice is 65%. If we include cases 

of region classifiers' output wherein the best two choices have the correct class 

in them then the recognition performance will be significantly better. 

8.5 SUMMARY 

From the above studies carried out it is seen that recognition of the 

confusable set of isolated CV utterances can be achieved with good performance 

by giving proper attention to each distinct part of the utterance. It is possible to 

obtain improved performance by the use of a hierarchical approach. The proposed 

hierarchical approach implies that the more dominant features which are more 

easily discriminable need to be carried out first. The context of these dominant 

features is used in the later stage to obtain better discrimination of the difficult 

features. 



CHAPTER 9 

SUMMARY AND CONCLUSIONS 

In this thesis we have studied the issues in the recognition of isolated 

utterances of Hindi characters. We have addressed signal processing issues 

dictated by the nature of the signal and have proposed an approach to realize 

recognition of CV utterances. We shall now summarize the work carried out 

highlighting the major aspects of the study. 

Acoustic-phonetic knowledge of the CV utterances of Hindi was used as 

the basis for evolving an approach for recognition. The CV utterances were 

grouped into broad classes based on the features that characterize the classes. 

Relevant regions in a CV utterance that carry important information required to 

discriminate different classes were identified. The region prior to the vowel onset 

instant in the utterance was identified as the region that represents the consonant 

manner. The region after vowel onset in the utterance was identified as the 

relevant part for representing the vowel characteristics of the utterance. The 

articulatory release instant was identified as an important event signifying the start 

of the transition region. Then the issues involved in the recognition of CV 

utterances were identified as follows : 

1. Identification of the three significant instants - start of the utterance, 

the articulatory release instant and the vowel onset instant. 

2. Recognition of the vowel class from the signal in the vowel region of 

the utterance. 



3. Recognition of the consonant manner from the signal in the region 

before the vowel onset. 

4. Recognition of the place of articulation knowing the consonant manner 

and the vowel context by analyzing the transition region immediately 

following the articulatory release instant. 

5. Development of an overall recognition strategy. 

By identifying the issues involved in classification of different regions of 

CV utterances, the main issue in the recognition of CV utterances was identified 

as processing of the signal in the regions appropriately to detect the required 

features. The time normalization that is normally required to overcome the 

durational variability in utterances is no longer required in this approach. The focus 

was thus on the issues in detecting the required features in different regions of 

the utterance. 

Having identified the five specific issues, each issue was taken up as an 

independent study. Since the basis for the independent study was the analysis of 

the relevant region in each CV utterance, each study required as its input the 

boundaries of the corresponding region. These were obtained through manual 

analysis of the utterance data used in the studies. 

Recognition of the significant instants was the first issue to be addressed. 

These instants could be identified with the associated source of excitation and 

signal processing methods using the minimum phase property of the signal. This 

approach enabled us to pick up the significant instants with very good time 

resolution. Postprocessing was used to discard some spurious epochs. This 

approach was used mainly to aid in the manual identification of region boundaries. 

Since the computational burden due to this approach was very high, parameters 

based on block data processing were suggested in the study for detection of the 



instants. The choice of parameters was determined based on the region 

characteristics on either side of the instant. A neural network classifier was used 

for learning the features in the parameters which characterize the change in the 

signal at the significant instant. Good performance was achieved in the 

identification of instants by these methods. 

The next study addressed some issues in the identification of the vowel 

class. Although spectral features characterize the vowel region, the more direct 

clues to the vowel class were considered. In particular, area coefficients derived 

from LPCs were used to describe the vocal tract shape in the vowel region. The 

variability in the area function called for normalization before they could be used. 

Weighted cepstral parameters were also used to obtain comparative performance. 

Neural network classifiers were developed for vowel discrimination using different 

parametric representations as input. The performance of vowel discrimination with 

weighted cepstral coefficients was good. The area coefficients exhibited lower 

performance but still comparatively good considering the nature of variability in 

them. 

In the study on recognition of the consonant manner, the region from the 

start of utterance till vowel onset was identified as the relevant part for analysis. 

Gross parameters in this region were used to represent the consonant manner. 

Trend and spectral distance parameters were also included to represent the 

regions' features better. Neural network classifiers were developed to discriminate 

between the different manners of consonant. The discrimination performance was 

better when trend parameters were also included. Studies were carried out to see 

if improvement in performance can be obtained by considering the vowel context. 

The results indicated about the same performance. 

In the study on discrimination of place of articulation, the transition region 

immediately following the articulatory release instant was identified as the relevant 



part for analysis. Several consecutive frames in a fixed duration of the transition 

region were used to characterize the dynamic nature of the articulators of this 

region. Area coefficients were again used as in the case of vowel classification, 

with cepstral coefficients for comparison. As the nature of the transition region 

depended on the consonant manner and vowel, different neural network classifiers 

were developed for discrimination of the place of articulation in different contexts. 

Performance comparison for different parametric representations was carried out. 

Finally, an approach to the overall CV utterance recognition has been 

proposed. 'The aim of this scheme was to minimize the errors in the overall 

recognition by using the embedded context that the manner, place and vowel 

correspond to the same utterance. Using the results of the performance based 

on different schemes for using the context of the neighbour region in a CV 

~~tterance, a method was evolved to realise the overall CV utterance recognition. 

The estimated performance of such a system is about 65% for all the 140 classes. 

Better performance is possible if this isolated utterance is in the context 

of words and sentences. In this context, higher level language rules can be made 

use of to disambiguate multiple choices from the output of the classifier. 

For a recognition system to be usable, it is necessary to explore 

parameters and features which are speaker independent. It is for this reason that 

the use of area coefficients were explored. Area coefficients though they are 

appealing because of their closeness to articulatory features, they do not perform 

as expected. Area coefficients as derived from LP analysis show large variability. 

Their poor performance is attributable to this variability. The variations in the area 

coefficients due to the analysis method is probably masking the invariant 

articulatory features such as back, central, front, high, mid, low, rounded and 



unrounded. Different analysis methods which can bring out these articulatory 

features are needed to obtain speaker independent recognition. 

It is seen from the discussion in this thesis, that the nature of speech data 

and the characterizing features for disciimination have fuzzy description. Future 

directions to this work can exploit this fuzzy nature of the input and output by 

designing the classifier accordingly. 
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